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Keywords: We provide a new characterization of both belief update and belief revision in terms of a Kripke-
Belief revision Lewis semantics. We consider frames consisting of a set of states, a Kripke belief relation and a
Belief update Lewis selection function. Adding a valuation to a frame yields a model. Given a model and a state,
gzﬁ:fltrlzlr; Zgon we identify the initial belief set K with the set of formulas that are believed at that state and we
Selection function identify either the updated belief set K ¢ ¢ or the revised belief set K * ¢ (prompted by the input
Supposition represented by formula ¢) as the set of formulas that are the consequent of conditionals that (1) are
Information believed at that state and (2) have ¢ as antecedent. We show that this class of models characterizes
Learning both the Katsuno-Mendelzon (KM) belief update functions and the Alchourrén, Gardenfors and

Makinson (AGM) belief revision functions, in the following sense: (1) each model gives rise to
a partial belief function that can be completed into a full KM/AGM update/revision function,
and (2) for every KM/AGM update/revision function there is a model whose associated belief
function coincides with it. The difference between update and revision can be reduced to two
semantic properties that appear in a stronger form in revision relative to update, thus confirming
the finding by Peppas et al. (1996) [30] that, “for a fixed theory K, revising K is much the same
as updating K”. It is argued that the proposed semantic characterization brings into question
the common interpretation of belief revision and update as change in beliefs in response to new
information.

1. Introduction

The notion of belief revision is normally associated with the seminal contribution by Alchourrén, Gérdenfors and Makinson
(henceforth AGM) in [1], while the notion of belief update was formally introduced by Katsuno and Mendelzon (henceforth KM) in
[16]. The two notions are usually interpreted as instances of belief change in response to new information, when the information is taken
to be entirely reliable. The difference between the two notions is usually explained in terms of the context in which belief change
occurs: a static context in the case of revision, and a dynamic context in the case of update. In other words, revision occurs when the
new information adds to, or corrects, the agent’s picture of an unchanged world, while update takes place when the agent is informed
that the world itself might have changed.

Example 1. Consider an agent who is outside two rooms, A and B, that are not accessible from each other. In each room there is a
light controlled by a motion-activated switch located in that room; once the light is on, it remains on until it is manually switched off.
The agent initially believes that either the light is on in both rooms or the light is off in both rooms. As an example of a belief revision
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scenario, the agent — who is certain that nobody entered either room and thus no change has occurred - receives information (e.g.
in the form of a snapshot taken by a camera located in Room B) that the light in Room B is on; in this case the AGM theory of belief
revision requires the agent to now believe that the light is on, not only in Room B, but also in Room A. In a belief update scenario, the
agent observes a robot enter Room B (so that, if the light was off, the motion-activated switch will have turned it on; the robot does
not have the ability to manually turn the switch off); in this case the KM theory of belief update requires the agent to either believe
that the light is on in both rooms or that the light is off in Room A and on in Room B. [These two scenarios are illustrated in Fig. 2
in Section 3.]

The common view is that revision and update capture two very different phenomena. However, Peppas et al. in [30] reconsidered
the distinction between AGM belief revision and KM belief update by comparing the two processes in terms of their construction from
pre-orders on possible worlds ([14,16]) and showed that, “essentially the results of revision can be duplicated using the construction
for update”, thus concluding that, for a fixed initial belief set K, “revising K is much the same as updating K” ([30, p. 95]. We reach
the same conclusion, but from a different route, by using a Kripke-Lewis semantics that establishes a connection between both revision
and update, on one hand, and belief in conditionals, on the other hand. The significance of this alternative semantic characterization
is discussed at length in Section 7, where it argued that it challenges the common interpretation of belief revision and update as belief
change in response to new information.

We consider frames consisting of a set of states, a Kripke belief relation and a Lewis selection function. Adding a valuation to a
frame yields a model. Given a model and a state s, we identify the initial belief set K with the set of formulas that are believed at
state s and interpret the revised/updated belief set (prompted by the input represented by formula ¢) as the set of formulas that are
the consequent of conditionals that are believed at state s and have ¢ as antecedent; that is, y € K * ¢ (in the case of revision) or
v € K ¢ ¢ (in the case of update) if and only if at state s the agent believes that “if ¢ is (or were) the case, then y is (or would be)
the case”. We show that this class of models characterizes both the AGM belief revision functions and the Katsuno-Mendelson (KM)
belief update functions, in the following sense: (1) each model (in the appropriate class) gives rise to a partial belief function that can
be completed into a full AGM/KM function, and (2) for every AGM/KM function there is a model (in the appropriate class) whose
associated belief function coincides with it. The difference between revision and update boils down to two semantic properties that
appear in a stronger form in revision and a weaker form in update.

Section 2 reviews and compares the notions of KM belief update function and AGM belief revision function. Section 3 introduces
the semantics, Section 4 provides frame characterization results for the KM axioms and provides a characterization of belief update,
while Section 5 does the same for AGM belief revision. Section 6 compares the two notions of update and revision in light of the
results of the previous section. Section 7 contains a discussion of the significance of the proposed semantics and its relevance to
Artificial Intelligence (AI). Section 8 reviews related literature and Section 9 concludes.

2. Belief change functions

In what follows we shall use the symbol o for general belief change functions, the symbol ¢ for belief update functions and the
symbol = for belief revision functions.

We consider a propositional logic based on a countable set At of atomic formulas. We denote by @, the set of Boolean formulas
constructed from At as follows: At C & and if ¢,y € @, then =¢ and ¢ Vv y belong to ®,. Define ¢ — v, p Ay, and ¢ < y in terms
of = and V in the usual way.

Given a subset K of @), its deductive closure Cn(K) C @ is defined as follows: y € Cn(K) if and only if there exist ¢, ....¢p, € K
(with n > 0) such that (¢; A ... A¢,) = w is a tautology. A set K C @, is consistent if Cn(K) # ®; it is deductively closed if K = Cn(K).
Given a set K C @, and a formula ¢ € @), the expansion of K by ¢, denoted by K + ¢, is defined as follows: K + ¢ =Cn(K U {¢}).

Let K C @, be a consistent and deductively closed set representing the agent’s initial beliefs and let ¥ C @, be a set of formulas
representing possible inputs for belief change. A belief change function based on ¥ and K is a function o : ¥ — 2%0 (where 2% denotes
the set of subsets of @) that associates with every formula ¢ € ¥ a set Ko¢ C @, interpreted as the change in K prompted by the
input ¢. We follow the common practice of writing Ko¢ instead of o(¢p) which has the advantage of making it clear that the belief
change function refers to a given, fixed, K. If ¥ # @, then o is called a partial belief change function, while if ¥ = & then o is called
a full-domain belief change function.?

Definition 1. Let o : ¥ — 2% be a partial belief change function (thus ¥ ¢ ®;) and o’ : ®;, — 2% a full-domain belief change
function. We say that o’ is an extension of o if o’ coincides with o on the domain of o, that is, if, for every ¢ € ¥, Ko'¢p = Kog.

2.1. Belief update functions

We consider the notion of belief update introduced by Katsuno and Mendelzon in [16] and compare it to the notion of belief
revision introduced by Alchourrén, Gardenfors and Makinson in [1]. The formalism in the two theories is somewhat different. In [16]
a belief state is represented by a sentence in a finite propositional calculus and belief update is modeled as a function over formulas,
while in [1] a belief state is represented (as we did above) as a set of formulas. Furthermore, while [16] allows for the possibility

2 Partial belief functions were used in [3] to prove an equivalence between AGM belief revision and rational choice theory.
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of inconsistent initial beliefs, [1] take as starting point a consistent belief set. We follow closely the axiomatization of belief update
proposed by [28,30], which makes update directly comparable to revision (note, however, that [28,30] only cover the case of “strong”
update, where axioms (K ¢ 6) and (K ¢ 7) are replaced by (K ¢ 9): see Definition 3 below).

Definition 2. A belief update function, based on the consistent and deductively closed set K (representing the initial beliefs), is a full
domain belief change function ¢ : ®; — 2%0 that satisfies the following axioms: V¢, y € @,

(Ko0) Ko¢p=Cn(K o).

(Kol) ¢peKog.

(K¢2) IfpeKthen Kogp=K.

(K ¢3) Ko¢=®, if and only if ¢ is a contradiction.
(Ko4) If ¢ < yisatautology then Kogp=Koy.
(Ko5) Ko(pry)S(Kod)+y.

(K¢6) IfyeKogpand e Koy then Kogp = Koy.

(K o7) If K is complete® then (Kog) N (Koy) C Ko(¢ V w).

Remark 1. Katsuno and Mendelzon provide an additional axiom (they name it U8), which they call the “disjunction rule”. Peppas
et al. ([30]) translate it into the following “axiom”, which makes use of maximally consistent sets of formulas (MCS).* Given a set of
formulas T, let [I'] be the set of MCS that contain all the formulas in I'.° The additional axiom is the following:

If[K]#@then Kop= [| wog. (K ¢8)
we[K]
(K ¢ 8) is of a different nature than the other axioms, since it applies the update operator not only to the initial belief set K but also
to the individual MCS contained in [K]. It seems that (K o 8) is more of a condition on the interpretation or semantics than a real
axiom; it is not needed in our framework since its role is directly captured by the semantics detailed in the next section. We shall
return to (K ¢ 8) in Section 4.

(K ¢ 0) does not appear in the list of axioms provided by Katsuno and Mendelzon, since their formalism is not in terms of belief
sets. For i € {1,2,4,5,6}, axiom (K ¢ i) is a translation of Katsuno and Mendelzon’s axiom (U1i) (for details see [28]). (K ¢ 3) is the
translation of Katsuno and Mendelzon’s axiom (U3) when attention is restricted to the case where the initial belief set K is consistent.®
The following Lemma will be used later.

Lemma 1. Assuming that K is deductively closed (K = Cn(K)), every belief update function satisfies the following axiom:

KopCK+¢.

Proof. Since ¢ < ((¢p V ) A @) is a tautology, by (K ¢ 4),

Kogp=Ko(pV9)AP). @™
By (K ¢5),
Ko(pV-d)AP) (Ko (PpV )+ . 2)

Thus, by (1) and (2),

KogpC(Ko(pVv9)+e. 3

Since, by hypothesis, K is deductively closed and (¢ v ~¢) is a tautology, (¢ V ~¢) € K, so that, by (K ¢2), Ko (¢pV¢) =K. It
follows from this and (3) that Ko ¢p C K +¢. [

3 A belief set K is complete if, for every formula ¢ € @, either ¢ € K or =¢ € K if K is consistent, then K is complete if and only if [K] is a singleton, where [K]
denotes the set of maximally consistent sets of formulas (see Footnote 4) that contain all the formulas in K.

4 A set of formulas A C @, is maximally consistent if it is consistent and, furthermore, V¢p € ®; \ A, A U {¢} is inconsistent. Every MCS is deductively closed and
complete.

5 Thus, A € [I'] if and only if ' C A and A is a MCS.

6 Katsuno and Mendelzon allow for the possibility that the initial beliefs are inconsistent in which case (K ¢ 3) would be stated as follows: K ¢ ¢ = @, if and only
if either K is inconsistent or ¢ is inconsistent. In order to facilitate the comparison between belief update and belief revision, we follow [30] and restrict attention to
the case where the initial belief set K is consistent. It should be noted, however, that one important difference between update and revision is precisely that updating
an inconsistent K by a consistent formula ¢ yields the inconsistent belief set @, while revising an inconsistent K by a consistent formula ¢ yields a consistent set
(AGM axiom K = 5).
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Remark 2. KM show that their notion of belief update corresponds, semantically, to partial pre-orders on the set of maximally
consistent sets of formulas (also called possible worlds); furthermore, they show that if their axioms (U6) and (U7) are replaced by
a stronger axiom, which they call (U9), then belief update corresponds semantically to total pre-orders on the set of possible worlds.
The translation of their axiom (U9) in our framework is the following axiom (see [30]):

If K is complete and -y & K ¢ ¢ then (K o) +w C K o (p Ay). (K09

Definition 3. A strong belief update function is a full-domain belief change function ¢ : ®, — 2%0 that satisfies axioms (K ¢ 0)-(K ¢ 5)
and (K ¢9).

2.2. Belief revision functions
In this section we consider the notion of belief revision proposed Alchourrén, Gardenfors and Makinson in [1].

Definition 4. A belief revision function, based on the consistent and deductively closed set K (representing the initial beliefs), is a full
domain belief change function #: @, — 2%0 that satisfies the following axioms: V¢, y € @),

(K*1) K=x¢=Cn(K *¢p).

(K%2) ¢peKxd.

(K*3) K+¢pCK+¢.

(K +4)if ~¢ & K, then K C K * ¢.

(K %5) K % ¢ =, if and only if ¢ is a contradiction.
(K #6) if ¢ © y is a tautology then K * ¢p = K = y.
(K#=T) K+ (pAy)C(K*d)+y.

(K % 8)if 2w & K * ¢, then (K * ) +yw C K * (p Ay).

Remark 3. Note that

* (K * 1) coincides with (K ¢ 0),
* (K *2) coincides with (K o 1),
* (K = 3) applies also to belief update (Lemma 1),
* (K % 5) coincides with (K o 3),
* (K % 6) coincides with (K ¢ 4),
* (K *7) coincides with (K ¢ 5)

On the other hand,

> (K *4) is a stronger version of (K ¢ 2), and
> (K * 8) is a stronger version of (K ¢9).

Thus one can view the AGM theory of belief revision as a stronger version of the strong version of KM belief update, namely that
which satisfies axioms (K ¢ 0)-(K ¢ 5) and (K ¢ 9). At the semantic level, this point is discussed in detail in Section 5.

3. Semantics: Kripke-Lewis frames

In this section we introduce semantic structures and establish a correspondence between axioms of belief change functions and
properties of the structures. A Kripke-Lewis structure consists of a belief relation, which represents initial beliefs, and a selection
function, which represents conditionals. We begin with the formal definitions and then illustrate them graphically (Figs. 1 and 2).

Definition 5. A Kripke-Lewis frame is a triple (S, B, ) where

1. S is a set of states; subsets of .S are called events.

2. BC .S xS is a binary belief relation on S which is serial: Vs € §,3s’ € .S, such that sBs’ (sBs’ is an alternative notation for
(s,s") € B). We denote by B(s) the set of states that are reachable from s by B: B(s) = {s’ € S : sBs’}. B(s) is interpreted as the
set of states that the agent considers doxastically possible at state s.

3. f:8Sx@2S \@) - 25 is a selection function that associates with every state-event pair (s, E) (with E # @) a set of states f(s, E) C S,
such that

(3.1) f(s, E) # @ (Consistency).
(3.2) f(s, E) C E (Success).
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Fig. 1. The belief relation and valuation.

(3.3) if s € E then s € f(s, E) (Weak Centering).

f(s, E) is interpreted as the set of E-states that are closest (or most similar) to s (an E-state is a state that belongs to E).
(3.1) says that there is at least one E-state that is closest to s (note that, by hypothesis, E # @).

(3.2) is a coherence requirement: the states that are closest to s, conditional on E, are indeed E-states.

(3.3) says that if s is an E-state then it is one of the closest E-states to itself.”

Adding a valuation to a frame yields a model. Thus a model is a tuple (.S, BB, f, V') where (S, B, f) is a frame and V : At — 25 is
a valuation that assigns to every atomic formula p € At the set of states where p is true. Given a model M = (S, B, f, V') define truth
of a Boolean formula ¢ € @, at a state s € S in model M, denoted by s F,; ¢, in the usual way:

Definition 6. Truth of a formula ¢ € @ at a state s is defined as follows:

1. if p € At then s k,, p if and only if s € V(p),
2. sky ¢ if and only if s iy, @,
3. sky (¢ Vy)ifand only if s Fy, ¢ or sk, w (or both).

We denote by ||¢||,, the truth set of formula ¢ in model M: ||¢||,y ={s€ S : sEy @}.

Given amodel M = (S, B, f,V) and astate s € S, let K 3, = {¢p € D, : B(s) C |||l s }; thus a Boolean formula ¢ belongs to K ,
if and only if at state s the agent believes ¢ (in the sense that ¢ is true at every state that the agent considers doxastically possible at
state s). We identify K| ,, with the agent’s initial beliefs at state s. It is shown in Lemma 2 below that the set K| ; C ® so defined is
deductively closed and consistent.

Next, given a model M = (S, B, f,V) and a state s € S, let ¥, = {p € D, : ||¢]|,; # @}° and define the following partial belief
change function o : ¥, — 2% based on K p:

w € K, yro¢ if and only if Vs’ € B(s), £ (s', 19llpr) C llwll ps- (RD)

Given the customary interpretation of selection functions in terms of conditionals,’ (RI) can be interpreted as stating that y € K, s.MOP
if and only if at state s the agent believes that “if ¢ is (were) the case then y is (would be) the case”. ‘RI’ stand for ‘Ramsey

Interpretation’.'®

Example 2. We construct two models to illustrate the two scenarios of Example 1. In both models the set of statesis S = {51, 55,53, 54},
the set of atomic formulas is At = {a, b}, where a means that the light in Room A is on and b means that the light in Room B is on, the
valuation is V'(a) = {5, s,} and V(b) = {s,, 54}, and the belief relation is B = {(s;,55), (51, 53), (52, 52), (52, 3), (83, 52), (83, 53), (84, 52),
(84,53)}. This is illustrated in Fig. 1, where the belief relation is shown as directed edges with the interpretation that s — s if and
only if sBs’ (that is, (s,s") € B). Suppose that the actual state is s,; then at s, the agent believes ((a A b) V (na A —b)), that is, that
either the light is on in both rooms or the light is off in both rooms.

7 A stronger property, called centering, requires that if s € E then f(s, E) = {s}. For our purposes this stronger property is not needed.

8 Since, in any given model there are formulas ¢ such that |||, = @ (at the very least all the contradictions), ¥,, is a proper subset of ®@.

9 The standard interpretation of the (possibly counterfactual) conditional ‘if ¢ then y’, usually denoted by ¢ > , is as follows: ¢ > y is true at state s’ if and only
if y is true at all the ¢-states closest to s’ (a state is a ¢)-state if ¢ is true at that state), that is, if and only if f(s',||®||) C [lw|l-

10 In the literature the expression ‘Ramsey Test’ is used to refer to the following passage from [31, p. 2471: “If two people are arguing “If p will g?” and are both in
doubt as to p, they are adding p hypothetically to their stock of knowledge and arguing on that basis about ¢”.
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Fig. 2. Two different selection functions added to the common core shown in Fig. 1.

The two models differ in the selection function as illustrated in Fig. 2, where, given two states s and s’ and an event E C S, there
is a dashed directed edge from s to s’ labeled ‘E’ if and only if s’ € (s, E). In particular, we focus on the event ||b|| = {s,, 54}

Model 1 [The revision scenario, represented in Panel (a) of Fig. 2]. In this model, conditional on b the closest state to s, is s, itself
and the closest state to s5 is also s,, that is, f(s,, [|b]]) = f(s3, ||bl]) = {s,}. Thus at state s, the agent believes the conditional ‘if b is
the case then (a A b) is the case’, that is, if the light is on in Room B then the light is on in both rooms.

Model 2 [The update scenario, represented in Panel (b) of Fig. 2]. In this model, conditional on b the closest state to s, is s, itself
and the closest state to s3 is s4, that is, f(s,,[|b]]) = {s,} and f(s3,[|6]]) = {s4}. Thus at state s, the agent believes the conditional ‘if
b is the case then ((a A b) V (ma A b)) is the case’, that is, if the light is on in Room B then either the light is on in both rooms or it is
on only in Room B.

It is possible that, in a given model M, s’ € B(s) and K| j; # K 5, that is, it is possible that the agent’s initial beliefs at state s are
different from the agent’s beliefs at a state s’ that is doxastically accessible from s. Such a phenomenon can be ruled out by imposing
two additional properties on /3: transitivity (if s’ € B(s) then B(s") C B(s)) and euclideanness (if s’ € B(s) then B(s) C B(s")).!! Since
none of the results proved below require these two additional properties of /3, we did not incorporate them in Definition 5. Note also
that we did not assume reflexivity of B (13 is reflexive if, Vs € S, s € B3(s)). Thus, we allow for the possibility of false beliefs (that is,
it is possible in a model to have, at some state s and for some formula ¢, B(s) C ||p||,, and also s & ||p|| ;).

Lemma 2. Let F = (S, BB, ) be a frame, M a model based on F, s € S astate, and ¥y, = {p € @ : [Pl s # D}. Let K, py = {w € D) :

B(s) C llwlla} be the initial beliefs at state s and, for every ¢ €' ¥, let K pr0¢ C @ be the new beliefs (in response to input ¢) defined
by (RI). Then

(A) the set K s is consistent and deductively closed, and
(B) the set K pso¢ is consistent and deductively closed.

Proof. To simplify the notation, we omit the subscript M referring to the given model, that is, we write K instead of K j, and ||¢||
instead of |||l -

(A) First we show that K| is deductively closed, that is, K, = Cn(Kj). If € K then y € Cn(K), because y — y is a tautology; thus
K, C Cn(Kj). To show that Cn(K,) C K, let y € Cn(Kj), that is, there exist ¢,,...,¢, € K; (n > 0) such that (¢p; A...A¢,) =y
is a tautology. Since ||| A ... A@,ll = Il N ...0 ||p,ll and, for all i =1,...,n, ¢; € K, (that is, B(s) C ||¢;|]), it follows that
B(s) C ) A ... Ad,|l. Since (¢p; A ... Ap,) — y is a tautology, [|(p; A ... Ap,) =yl =S, that is, [|¢; A ... A, C |ly]l. Thus
B(s) C ||w]|, that is, y € K.

Next we show that K| is consistent, that is, Cn(K|) # ®@,. Let p € At be an atomic formula. Then ||p A —p|| = @. By seriality
of B, B(s) # @ so that B(s) € ||p A —pl|, that is, (p A ~p) & K, and hence, since K; = Cn(K,), (p A p) & Cn(Kj).

(B) First we show that K o¢ is deductively closed, that is, K ,o¢ = Cn (K o¢). The inclusion K o¢ C Cn (Ko@) follows from the
fact that, for every y € K,o¢, v — y is a tautology. Next we show that Cn (KSO(ﬁ) C K o¢. Since, by hypothesis, ||¢|| # @,

11 These two properties are satisfied by the belief relation illustrated in Fig. 1.
12 For example, in the model shown in Fig. 1, at state s, the agent has false beliefs: he believes that either the light is on in both rooms or that the light is off in both
rooms, but - as a matter of fact — at state s, the light is on in Room A and off in Room B.
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f(, ||l is defined for every s’ € B(s). Fix an arbitrary w € Cn (Ksoq.’)); then there exist ¢, ...,¢, € K;o¢ (n > 0) such that
(¢ A ... Ay, — v is a tautology, so that ||(¢) A... Ad,) = w| =S, thatis, ||¢; A... A@,|| C |lw||. Fix an arbitrary s’ € B(s) and
an arbitrary i = 1,...,n. Then, since ¢; € K o¢, by (RD f(s', |¢I]) C ||¢;|l. Hence f(s', |pl) C 111l N oo 0 llpull = |y Ao Ayl
Since ||d; A ... Ad,|l C |lwl it follows that £ (s, [|@||) C llw|l. Thus, since s’ € B(s) was chosen arbitrarily, y € K o¢.

Next we show that K o¢ is consistent, that is, Cn(K,o¢) # ®,. Let p € At be an atomic formula. Then ||p A -p|| = @. Since, by
hypothesis, ||¢|| # &, by Property (3.1) of the definition of frame (Definition 5) f(s’, ||¢||) # @, for every s’ € B(s) (recall that, by
seriality of B, B(s) # @). Thus f(s', ||$]l) € |lpA-p|| so that (p A—p) & K o¢. Hence, since (as shown above) K o¢p=Cn (Ksoqﬁ),
(p A-p) & Cn (K o) so that Cn (K o¢) #@,. [

In what follows, when stating an axiom for a belief change function, we implicitly assume that it applies to every formula in its
domain. For example, the axiom ¢ € Ko¢ asserts that, for all ¢ in the domain of o, ¢ € Kog.

Definition 7. An axiom is valid on a frame F if, for every model based on that frame and for every state s in that model, the partial
belief change function defined by (RI) satisfies the axiom. An axiom is valid on a set of frames F if it is valid on every frame F € F.

Proposition 1. The following axioms are valid on the set of all frames (as defined in Definition 5):

1. KopCK +¢. (*3)
2. $EKog. (o1/ %2)
3. if ¢ < y is a tautology, then Ko = Koy. (04/ % 6)

Proof. Let F be a frame, M a model based on F and s € S a state in that model. Let ¥, = {p € D : ||}l )y # @}, K py = {PpE Dy :
B(s) C l|$llpr )} and, for every ¢ € ¥y,, let K j,0¢ be the partial belief change function defined by (RI). As before, in what follows
we simplify the notation by omitting the subscript M referring to the given model.

1. Let ¢ € ¥ be in the domain of o (that is, ||¢|| # @) and fix an arbitrary w € K o¢. Then, by (RD), Vs’ € B(s), f(s, o) C llwl.
Thus, since [[y|| C ||~¢[| U Iy || = l¢ > y || we have that

vs' € B(s), £5", 9D Sl = wl- “

We need to show that y € K, + ¢ = Cn(K; U {¢}), that is — since, by (A) of Lemma 2, K, = Cn(K) — that (¢ - y) € K, i.e.
B(s) C ||¢ — w||. Fix an arbitrary s’ € B(s). If s’ & ||¢|| then s’ € ||=¢|| C ||=P|| U llw|l = ||l¢ = w]|. If s" € ||$||, then by Property
(3.2) of the definition of frame (Definition 5), s’ € £(s', @), so that, by (4), s’ € ||¢p — w]||.

2. Fix an arbitrary ¢ € @, such that ||¢|| # @ and an arbitrary s’ € B(s). By Property (3.2) of the definition of frame (Definition 5),
FG' 181D € ll$ll. Hence, by (RD), ¢ € Kog.

3. Let ¢,y € D, be such that ||¢|| # @ and |ly|| # @. If ¢ < v is a tautology then ||¢p < y|| =5, that is, ||¢|| = ||w]], so that, for
every s’ € B(s), f(s, ¢ = f(s', llw ). Hence, for every y € ¥, f(s', l9ll) C llx |l if and only if £(s', lw]}) C ll x|l that is, by (RD),
¥ € Kog if and only if y € Koy. []

4. Frame correspondence. Part 1: update

A stronger notion than validity is that of frame correspondence. The following definition mimics the notion of frame correspon-
dence in modal logic.

Definition 8. We say that an axiom A of belief change functions is characterized by or corresponds to a property P of frames if the
following is true:

(1) axiom A is valid on the class of frames that satisfy property P, and

(2) if a frame does not satisfy property P then axiom A is not valid on that frame, that is, there is a model based on that frame and
a state in that model where the partial belief change function defined by (RI) violates axiom A.

Proposition 2. The following axiom:

if € K then Kogp =K (02)
is characterized by the following property of frames: Vs € S,YE C S,

if B(s) C E then, Vs’ € B(s), f(s', E) C B(s). (Py)



G. Bonanno Artificial Intelligence 339 (2025) 104259

Proof. (A) Fix a frame that satisfies property (P,,), an arbitrary model M based on it and an arbitrary state s € S. As before, we
simplify the notation and omit the subscript M referring to the given model. Let ¢ € ®, be such that ¢ € K, that is, B(s) C ||¢||
(note that, by seriality of B, it follows that ||¢|| # & so that f(s’,||¢||) is defined for every s’).

First we show that K; C K 0¢. Let w € K. Then B(s) C |lw||. By property (P,,) (with E = ||¢||), for every s' € B(s), f(s',|I¢ll) €
B(s) and thus f(s",[|¢lD) S llw]l, so that, by (RD), w € K o¢.

Conversely, suppose that y € K o, that is, Vs’ € B(s), f(s",11¢]) C lwll, so that |J f(s',1I¢l) € |lw|l. Since B(s) C ¢, for

s'eB(s)
every s’ € B(s), s’ € ||¢|| and thus, by Property (3.3) of Definition 5 (Weak Centering), {s'} C f(s', ||¢|]). Hence B(s)= |J {s'} C
s'E€B(s)
U 7Nl € llyll; it follows from this and the definition of K, that y € K.

s'eB(s)
(B) Fix a frame that violates property (P,,). Then there exist two states s, s’ € .S and an event E C .S such that (a) B(s) C E, (b)
s € B(s) and (¢) f(s',E) € B(s). Let p,q € At be atomic formulas and construct a model where ||p|| = E and ||q|| = B(s). Since
B(s) C llqll, g € K. Since f(s', E) £ B(s), f(s', l|pll) € llq|l and thus, since s’ € B(s), by (RI) g & K op so that K;op# K. [

Proposition 3. The following axiom:

Ko(p Ay) € (Kogp) +y 5/ %7
is characterized by the following property of frames: Vs € S,YE, F,G €25, with EN F # @,

if, Vs’ € B(s), f(s', ENF)CQG, P
then, Vs' € B(s), f(s', EYn FCG. Poss7)
Proof. (A) Fix a frame that satisfies property (P,s,.;), an arbitrary model M based on it and an arbitrary state s € S and let o be
the belief change function defined by (RI). Let ¢,y € @, be such that ¢ A y is in the domain of o, that is, ||¢ A || # @ (so that,
since ||[¢ Ayl = [l¢ll N [ly]l, also ¢ and y are in the domain of o). We want to show that K o(¢ A y) C (K 0¢) + y (recall that
(Ksop)+yw =Cn ((KS0¢) U {y/}). By (A) of Lemma 2, K o¢ is deductively closed, so that, Vy € &,

¥ €Cn((K;op)U {y}) if and only if (w = y) €K 00
if and only if, Vs’ € B(s), f(s',l¢ID C llw = xIl =l-wlullxl ®)
=S\ llyvhullxll

First note that

6" NI S S\ llwl) Ul Il if and only if £(s", [I¢l) 0 llwll S [l x1I. (6)
Fix an arbitrary y € K o(¢ A w). Then, by (RD, Vs’ € B(s), f(s',1l¢ll n lly|) € |Ix|l. By Property (P,s,.;) and by (6), Vs’ €
B(s), £(s", 161D S S\ lwID U llxll = llw = x|l and thus, by (5), x € Cn ((K;o¢) U {w}).
(B) Fix a frame that violates property (P, /*7). Then there exist two states s, § € S and three events E, F and G, with EN F # @, such
that (a) Vs’ € B(s), f(s', ENF)C G, (b) § € B(s)and (c) f(8, E)YNF ¢ G, thatis, by (6), f(3, E) € (S\ F)UG. Let p,q, r € At be atomic

formulas and construct a model where ||p|| = E, ||q|| = F and ||r|| = G. Then, by (a), r € K;o(p A ¢) and, by (c), f(S,|Ipl) € llg = rll,
so that, by (b) and (RI), (¢ — r) & K,op and thus, by (5), r & Cn ((K,op)U {q}). [

Remark 4. A stronger property than (P, /*7) is the following:

Vse S,VE,F €25,Vs' € B(s),

S EYnFC f(s, ENF). (P;

5/*7)

To see that (P;S/ﬂ) implies (P,5,.7), let G C S be such that Vs' € B(s), f(s’, ENnF)CG. By (P;5/*7), Vs' € B(s), f(s',E)ynF C
f(s',En F), so that f(s’, E)yn F C G. On the other hand, (P05/*7) does not imply (P(}’S ﬂ), as the following example shows: .§ =
{50,81,52,83354755}, B(sp) = {51,52}, E= {53,S4,55}7 F=f(,E)= {53734}, fGL,ENF)= {53}7 f(s0, E)=f(sy, ENF) = {54}-
Then f(s;,ENF)U f(s5, ENF) = {s3,54} so that any G C S that contains f(s;, EN F)U f(s,, EN F) must be a superset of {s3,s4}

and we do have that both f(s;, E)n F € G and f(s,, E)N F C G are satisfied, while {s3,54} = f(s1,E)YnF € f(s;, ENF)={s3}.

From Proposition 3 and Remark 4 we get the following corollary.

Corollary 1. Axiom (¢5/ = 7) is valid on the set of frames that satisfy Property (PQ’ 5 /*7).

Proposition 4. The following axiom:

if y € Kog and ¢ € Koy then Kogp = Koy (06)

is characterized by the following property of frames: Vs € S,VE, F € 25 \ @,

8
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if, Vs' € B(s), f(s',EYC Fand f(s'",F)CE
then J fG E)= U f(G,F).

s'€B(s) s'€B(s)

(Pss)

Proof. Fix a frame that satisfies property (P,), an arbitrary model M based on it and an arbitrary state s € .S and let o be the belief
change function defined by (RI). Let ¢,y € @, be in the domain of o (that is, ||¢|| # @ and ||y || # @) and suppose that y € K o0¢
and ¢ € K,oy. Then, Vs' € B(s), f(s',ll¢lD) € llwll and f(s". lly ) € l|¢ll and thus, by Property (Py),

U s6hue={J & lwl @
s'€B(s) s'€B(s)

It follows from (7) that, for every y € @, y € K,0¢ if and only if y € K oy.'3
Conversely, fix a frame that violates property (P,). Then there exist s € S and E, F € 25 \ @ such that,

Vs’ € B(s), f(s',E)C F and f(s'",F)CE

ad U fG.E)# U S F). ®
s'eB(s) s'eB(s)
Thus either | fGE)¢ U fG . For U fG'.F)¢ U f(G' E). Suppose first that | fGE)¢E U f(G',F).
s'eB(s) s'eB(s) s'eB(s) s'eB(s) s'eB(s) s'eB(s)
Then there must be a § € B(s) such that
/6B e | 16, ©
s'eB(s)
Let p,q,r € At be atomic sentences and construct a model based on this frame where ||p|| = E, |lql|= F and ||r|l= | f(',F). By

s'€B(s)
(8), Vs' € B(s), f(s",|lplD) € ligll and £(s',|lqll) € |Ipll, so that, by (RI), g € Kop and p € Koq. Next we show that Kop # Kog, thus
obtaining a violation of axiom (¢6). By (9), f(3,||pll) € |Ir|| and thus, by (RI), r € Kop. On the other hand, Vs" € B(s), f(s”.|lql) €

U 7 gl = Il and thus, by (RI), r € Koq. Hence Kop # Koq. The case where |J f(s"F) ¢ |J f(s',E) is handled
s'eB(s) s'eB(s) s'eB(s)
similarly, by constructing a model where ||p|| = E, ||| = F and ||r|l= U f(G'.E). O
s'€B(s)

Axiom (K ¢ 7) is different from the other axioms of belief update, because it involves the clause “K is complete”. In our framework,
completeness of a belief set K, is a property pertaining to a model, not a property of frames.!* As noted above, a consistent belief
set K is complete if it corresponds to a single MCS (or possible world), that is, if [K] is a singleton. Thus updating a complete and
consistent K means updating a single possible world. This property can be captured in a frame by having 5(s) be a singleton. This is
the motivation for the following result.

Define a state s in a frame to be focused if B(s) is a singleton. Note that, in any model, if s is a focused state then the belief set K
is complete.!®

Proposition 5. Let F,; be the class of frames that satisfy the following property: Vs,s' € .S,

if B(s)={s'} then, VE,F €25, f(s', EUF)C f(s',E)U f(s', F). (P,7)

Then the following axiom

if K is complete then (Kog) N (Koy) C Ko(¢pV y) (7)

is valid at every focused state of every model based on a frame in F; and, conversely, if a frame is not in F,; then the axiom is not valid on
it.

Proof. Fix a frame that satisfies property (P,;), an arbitrary model M based on it and an arbitrary focused state s € S and let o be
the belief change function based on K, defined by (RI). Let s' € S be such that B(s) = {s’}. Let ¢,y € ®, be in the domain of o and
fix an arbitrary y € (K 0¢) N (K o). Then, by (RD), f (s, [1¢l) C |l x|l and f(s’, [lyl) C |l x|l and thus, by Property (P,,) and the fact
that [lgll U llwll = ll@ vVwll, f(" ¢ Vwl) S lixll, that is, by (RD, ¥ € K o(d V).

13 In fact, y € K,o¢ if and only if, Vs' € B(s), f(s',l1¢l) C |l x|l which implies that |J f(s,lI¢l) C llxll, so that, by (7), U f(",llwl) € llxll, which implies
s'€B(s) s'€B(s)
that, Vs’ € B(s), (s, lwl) C |l I, so that, by (RI), y € K oy. Similarly for the case where y € K oy.

14 For example, consider a frame where for some state s, B(s) = {s;,s,}. A model based on this frame where, for every atomic sentence p € At, s, k p if and only if
s, F p is such that K is complete. On the other hand, a different model where, for some p € At, s, F p and s, F —p, is such that K is not complete (because p & K|
and p € K,).

15 Fix an arbitrary model and a state s and let K the belief set at s. If B(s) = {s} then, V¢ € @, either s’ € ||¢||, in which case, by definition of K, ¢ € K|, or
s’ & |||l (thatis, s’ € |[-¢||) and thus ¢ € K.
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Conversely, fix a frame that violates property (P,;). Then there exist s,s’ € S and E, F € 25 such that
(a) B(s)={s}, and
(b) f(\EUF)Z f(s',E)U f(5', F).

Let p, q,r € At be atomic formulas and construct a model where ||p|| = E, ||q|| = F and ||r|| = f(s’, E)U f (s, F). Then, by (10) (since

el ullgll = llpvalD, £, lpvalD € lIrll and thus, by (RD), r & Ko(pV g). On the other hand, since f(s', [Ipll) € f(s', lpIDU (5", llqll) =
[I7ll and 7 (s',1Iqll) S (F (s, NlpID U £(s',llgll) = |I7ll, » € Kop and r € K og, yielding a violation of axiom (¢7), since K; is complete
because B(s) is a singleton. []

1o

The following proposition provides a similar characterization of Axiom (K ¢ 9).

Proposition 6. Let Fq be the class of frames that satisfy the following property: Vs,s' € S,
if B(s) = {s'} then, VE, F € 25,

P,
if f(s', EYNF #@ then, f(s',EnF)C f(s',E)n F. (Feo)
Then the following axiom
if K is complete and ~y & (K o¢p) then (Kog) +w C Ko(p Ay) (©9)

is valid at every focused state of every model based on a frame in F,q and, conversely, if a frame is not in Fy then the axiom is not valid on
it.

Proof. Fix a frame that satisfies Property (P,,), an arbitrary model based on it, a focused state s, and let s’ € .S be such that
B(s) = {s"}. Let K, the belief set at s and o be the belief change function (based on K,) defined by (RI). Let ¢,y € ®, be two
formulas such that ¢ Ay is in the domain of o (that is ||¢ A y|| # @, which implies that also ||¢|| # @ and ||y|| # @) and suppose that
“y & K o9, that is, (s, ¢ N llw |l # @. Then, by Property (7,o) (and noting that [|¢ Ayl = Il N [lw D,

Tl AwlD £ l1pID N llyll. (11

We need to show that Cn((K 0¢)U {w}) C K;o(pAy). Let y € Cn((K o) U {y }); then, since, by (B) of Lemma 2, K, o¢ is deductively
closed, (v — x) € K09, that is, f(s",11¢ll) C llw — 1[I =(S'\ lwl) U [l ¥Il, which is equivalent to

FG gyl S lixll (12)
It follows from (11) and (12) that f (s, |[¢ Aw]]) C || x|l so that, by (RI) (since B(s) = {s'}), ¥ € Ko(¢p Aw).

Conversely, fix a frame that violates Property (P.). Then there exist s,s’ € S and E, F € 25 such that

(@ B(s)={s"}
) f(s'E)nF#@, 13)
(© f(s',EﬂF)Qf(s',E)ﬂF.

Let p,q,r € At be atomic formulas and construct a model where ||p|| = E, ||q|| = F and ||r|| = f(s’, E) n F. Then, by (b) of (13),
FG" IplD Nlqll # @ so that ~g & K op. Furthermore, by (c) of (13), f(s',[[pAqll) € |Ir]l and thus r € Ko(p A q). To obtain a violation
of Axiom (09) it only remains to show that r € Cn((Kop)U{q}), which is equivalent to (¢ — r) € Kop (since, by (B) of Lemma 2, Kop is
deductively closed); that is, we have to show that f(s’, ||p|]) C |lg = |l = (S \ llg]) U|I7||. But this is equivalent to £(s’, |Ipl) N lqll # D,
which is our hypothesis (namely, (b) of (13)). []

We now return to the observation made in Remark 1 about axiom (K ¢ 8), which [30] propose as a translation of axiom (U8) in
[16] within the context of belief sets. Let W denote the set of maximally consistent sets (MCS) of formulas in ®. Recall that, given
a set of formulas I' C @), [I'] denotes the set of MCS that contain all the formulasin I': [I'] = {w e W : V¢ €T',¢ € w}. Recall also
that (K o 8) is the following requirement: if [K] # @ then K ¢ ¢ = ﬂ welK] (w o ¢). Since we restricted attention to the case where
the initial belief set K is consistent, the clause [K] # @ is superfluous. Thus “axiom” (K ¢ 8) can be stated as:

Kogp= ﬂ (wo ).
we[K]

Consider the subclass of frames where .S = W. Given any such frame, a natural model based on it is one where, Yw € W,V¢ € @,
w k ¢ if and only if ¢ € w, so that ||¢|| = [¢]. Thus the definition of the initial belief set K at w € W, namely K,, = {¢ € D, :
B(w) C ||@ll = [[¢]}, implies that B(w) C [K,,]. Furthermore, if either B(w) is finite or the set of atomic formulas At is finite, then
[K,,] € B(w). Let us focus on this case, so that B(w) = [K,,]. For w’ € W and ¢ € @ define w'’ o ¢ C P, as follows: Vi € @y,

w €W o¢) ifandonlyif fw/',[¢]) C[w]. 14

10
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Then (since B(w) = [K,,])

Kyop= [| W o¢) (15)

w'e[K,]

which is exactly (K ¢ 8).1©

Definition 9. An update frame is a frame that (besides the properties of Definition 5) satisfies the properties of Propositions 2, 3, 4
and 5, namely:

(P, if B(s)C E then, Vs' € B(s), f(s', E) C B(s).
(Posys7) if,Vs' € B(s), f(s', ENF)CG,
then,Vs' € B(s), f(s', EYn F CG.
(P,s) if,Vs' € B(s), f(s'.E)C F and f(s',F)CE
then (U fG".E)= U f(.F).
s'€B(s) s'eB(s)
(P,;) if B(s)={s'} then, VE, F €25,

fG'EUF)C f(s',E)U f(s', F).
We denote by F,, the class of such frames.

For every model based on a frame in 7, and for every state s in that model, the belief change function (based on K; = {¢ € D, :
B(s) C ||¢]l}) defined by (RI) satisfies the following axioms for belief update:

(K ¢ 0) (by (B) of Lemma 2),

(K ¢ 1) (by (2) of Proposition 1),
(K ¢2) (by Proposition 2),

(K ¢ 4) (by (3) of Proposition 1),
(K ¢ 5) (by Proposition 3),

(K o 6) (by Proposition 4),

(K o 7) (by Proposition 5).

NoghrwhH=

The only remaining axiom is K ¢ 3 which says that K ¢ ¢ = @, if and only if ¢ is a contradiction. When ¢ is a contradiction, then
||¢]| = @ in every model and thus Ko¢ is not defined according to (RI). This is easily fixed by adding the stipulation that Ko¢ = @,
when ¢ is a contradiction. However, in a given model there may also be consistent formulas ¢ such that ||¢|| = @, so that - again -
Kog is not defined according to (RI). Thus the question arises as to whether any partial belief change function o defined by (RI) can
be extended to a full-domain belief update function ¢ (Definition 2). Conversely, it is natural to ask whether any full-domain belief
update function coincides with the belief change function defined by (RI) in some model. The following proposition answers both
questions in the affirmative. Since the proof of Proposition 7 is rather lengthy it is relegated to the Appendix.

Proposition 7. The class F,, of update frames characterizes the set of full-domain belief update functions in the following sense:

(A) For every model based on a frame in F, and for every state s in that model, the belief change function o (based on K, = {¢p € D, :
B(s) C ||¢ll}) defined by (RI) can be extended to a full-domain belief update function < (Definition 2).

(B) Let K C @ be a consistent and deductively closed set and let o : ®, — 20 be a belief update function based on K (Definition 2). Then
there exists a frame in F,,, a model based on that frame and a state s in that model such that (1) K = K; = {¢ € D, : B(s) C ||¢]l}
and (2) the partial belief change function o (based on K) defined by (RI) is such that K o¢ = K o ¢ for every consistent formula ¢.

Remark 5. As noted in Remark 2, in [16] Katsuno and Mendelzon also put forward a stronger notion of belief update, obtained by
replacing (in our translation) axioms (K ¢ 6) and (K ¢ 7) with axiom (K ¢ 9). Proposition 8 below shows that a result analogous to

the characterization of Proposition 7 applies also to this stronger notion. Since the proof is very similar to the proof of Proposition 7
we omit it.

Definition 10. A strong update frame is a frame that (besides the properties of Definition 5) satisfies the following properties:
(P,,) if B(s) C E then, Vs’ € B(s), f(s', E) C B(s).
16 Proof. First we show that K, o ¢ C ﬂwemw) (w' o ¢). Fix an arbitrary y € K, ¢ ¢. Then, by (R), Vw' € B(w), f(w', [¢]) € [w], that is, by (14), Vw' € B(w),y €

(w' o ¢) so that w € ﬂw,e,j(w) (w' o ¢). Next we show that ﬂw,EB(w) W op)CK,o¢. Lety € mu"EB(w) (w' ¢ ¢). Then, V' € B(w),y € (W' o ¢), that is, by (14),
Yw' € B(w), f(w', [¢]) C [w] so that, by (RD, y € K, ¢ ¢.

11
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(Pys/v7) if.¥s' € B(s), f(s'.ENF)CG,
then, Vs’ € B(s), f(s',E)n F CG.
(P,y) if B(s)={s'} then, VE,F €25, if f(s\E)\nF#©
then, f(s', ENF) C f(s', E)n F.

We denote by F,, the class of such frames.

Proposition 8. The class Fo of strong update frames characterizes the set of strong belief update functions (Definition 3):

(A) For every model based on a frame in F, and for every state s in that model, the belief change function o (based on K, = {¢ € D, :
B(s) C ||@ll}) defined by (RI) can be extended to a full-domain belief update function ¢ that satisfies axioms (K ¢0)-(K ¢5) and (K ¢9).

(B) Let K C @, be a consistent and deductively closed set and let o : ®, — 20 be a belief update function based on K that satisfies axioms
(K ¢ 0)-(K ¢5) and (K ©¢9). Then there exists a frame in Fo, a model based on that frame and a state s in that model such that (1)
K=K,={¢ped,: B(s) C|l¢l|l} and (2) the partial belief change function o (based on K) defined by (RI) is such that K ,o¢p = K o ¢
for every consistent formula ¢.

5. Frame correspondence. Part 2: revision

As noted in Remark 3, axioms (K * 4) and (K * 8) can be viewed as the crucial axioms that distinguish AGM belief revision from the
strong version of KM belief update. In this section we provide a semantic characterization of these two axioms and a characterization
of AGM belief revision functions along the lines of that provided for belief update (Propositions 7 and 8), while in Section 6 we
compare belief revision and belief update by focusing on the interpretation of the semantic properties corresponding to (K * 4) and
(K = 8) in relation to the semantic properties corresponding to (K ¢ 2) and (K ¢9).

Proposition 9. The following axiom:

if "¢ & K then K C Kog (x4)
is characterized by the following property of frames: Vs € S,YE C S,

if B(s)N E # @ then, Vs’ € B(s), f(s', E) C B(s)N E. (Pos)

Proof. Fix a frame that satisfies Property (P,,), an arbitrary model based on it, a state s and let K, the belief set at s and o be the
belief change function (based on K|) defined by (RI). Let ¢ € @, be a formula in the domain of o and suppose that ¢ ¢ K, that is,
B(s) € |-l i.e. B(s)N||¢|| # @. We need to show that K, C K o¢. Fix an arbitrary y € K; then B(s) C |ly||. Since B(s)N||¢|| # &, by
Property (P,,) (with E = [|¢|) Vs" € B(s), £ (5", |p]) € B(s)n||@ll. Thus (since B(s)n ¢l € B(s) € [lwll), ¥s" € B(s), £, |l S llwl,
that is, y € Kog.

Conversely, consider a frame that violates Property (P, ,). Then there exist s € S and E C S such that B(s)N E # @, s’ € B(s) and
f(s',E)Z B(s)N E. Let p,q € At and construct a model based on this frame where ||p|| = E and ||q|| = B(s) N E. Since s’ € B(s) and
B(s)n lIpll # @, ~» & K. Since f(s',|Ipl) € B(s)n E = ||l

q ¢ Kop. 16)
By (2) of Proposition 1, p € Kop. Thus, for every formula ¢, (p — ¢) € Kop if and only if ¢ € Kop (since, by (B) of Lemma 2, Kop
is deductively closed). Hence, by (16),

(p—q) & Kop. a7

Next we show that (p — ¢q) € K| so that K, € K op, yielding a violation of axiom (x 4) (since -p & K,). We need to show that
B(s) Cllp = qll = lI=pll U llgll = (S \ llpl) U llgll. First note that

B(s)=(B(s)N(S\ E)) U (B(s) N E). (18)
Since E = ||pll, B(s) N (S'\ E) = B(s) N [|=pll S [I=pll € I=pID U llgll = Ip = gll. Thus

B(s)Nn(S\E)C|lp—4ll. (19)
Since B(s)N E =||q||, B(s)N E C ||=p|l U |lqll = llp = ql|. It follows from this, (19) and (18) that B(s)C |[p—>g4ll. O
Proposition 10. The following axiom:

if "y & Kog then Kogp+w C Ko(p Ay) (% 8)
is characterized by the following property of frames: Vs € S,VE, F € 25,

12
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if 35 € B(s) such that f(3, E)N F # @ then,
vs'€Bs), [ EnF)C U (fG".E)nF). (Pig)
s eB(s)

Proof. Fix a frame that satisfies Property (P,g), an arbitrary model based on it, a state s, and let K| the belief set at s and o be the
belief change function (based on K) defined by (RI). Let ¢,y € @, be two formulas such that ¢ A y is in the domain of o (that is
ll$ Awll # @, which implies that also ||¢|| # @ and ||ly|| # @) and suppose that ~y & K, o¢, that is, there exists an § € B(s) such that
FG el nllwll # @. Then, by Property (P.g) (and noting that |[¢ Ayl = ||l N [lw]]),

vs' € Bs), £ lgawld € | (FG" g0 llwll) . (20)
s eB(s)
We need to show that Cn((K 0¢)U {y}) C K o(¢p Ay). Fix an arbitrary y € Cn((K 0¢)U {w }); then, since, by (B) of Lemma 2, K o¢
is deductively closed, (y — y) € K o¢, that is,
vs' € B(s), (5", gl S llw = xlIl= S\ llwhullxl,

which is equivalent to

vs' € BGs), " llgihnllwll S lixll,
so that

U (76 g nlivll) < lixl. 1)
s'eB(s)
It follows from (20) and (21) that Vs’ € B(s), f(s', [l¢ Aw|]) C |l x|l, that is, y € Ko(¢ A w).
Conversely, fix a frame that violates Property (P,5). Then there exist s,5,,5, €S and E, F € 25 such that

(@) s; €B(s)and f(s1, E)NF #@,

®) s,€B(s)and f(s,. EnF)¢ U (£ E)nF). (22)
s'€B(s)
Let p,q,r € At be atomic formulas and construct a model where ||p|| = E, |lg|| = F and ||I7||= U (f(s’,E) N F) Then,
s'€B(s)
(A) by (a) of (22), ~q & K op
(23)

(B) by (b) of (22), r &€ Ko(p A q).
To obtain a violation of Axiom (: 8) it only remains to show that r € Cn((Kop)U {q}), which is equivalent to (since, by (B) of Lemma 2,
Kop is deductively closed) (¢ — r) € Kop; that is, we have to show that Vs" € B(s), f(s',|Ipl) C llg = rll = (S \ llql]) U ||r||. Fix an
arbitrary s' € B(s). If f(s', llplD N llgll = @ then f(s", 1Ipl) S (S\ llgl) S (S\ gD Uil I £ (s, lplD N llgll # @ then f(s", lIpI) N llgll €

U (6" lplD nligll) = lIrll; thus £¢s", 2D 0 llgll € lI7|l which is equivalent to (5", [Ipl) € (S \ llgD U llrll. O
s eB(s)

Definition 11. A revision frame is a frame that (besides the properties of Definition 5) satisfies the properties of Propositions 9 and
10, namely:

(P.y) if B(s)N E # @ then, Vs’ € B(s), f(s', EYC B(s)N E.
(P,g) if,35 € B(s) such that (5, E)n F # @ then,

vs' € B(s), f\EnF)C |J (fG".E)nF).
s"eB(s)

We denote by F, the class of such frames.
The proof of the following proposition is given in the Appendix.
Proposition 11. The class F. of revision frames characterizes the set of AGM belief revision functions (Definition 4), in the following sense:

(A) For every model based on a frame in F, and for every state s in that model, the belief change function o (based on K, = {¢p € D, :
B(s) C ||¢l}) defined by (RI) can be extended to a full-domain belief revision function * that satisfies the AGM axioms (K * 1)-(K * 8).

(B) Let K C @, be a consistent and deductively closed set and let *: ®, — 2%0 be a belief revision function based on K that satisfies
the AGM axioms (K # 1)-(K * 8). Then there exists a frame in F,, a model based on that frame and a state s in that model such
that (1) K=K, ={¢p € D, : B(s) C ||¢|l} and (2) the partial belief change function o (based on K,) defined by (RI) is such that
K o¢ = K * ¢ for every consistent formula ¢.

13
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6. Comparing KM update and AGM revision

As noted in Remark 3, AGM axiom (K * 4) can be seen as a strengthening of KM axiom (K ¢ 2). This is clear if we compare the
corresponding semantic properties (Propositions 2 and 9):

(i) For (K ¢2):if B(s) C E then, Vs’ € B(s), f(s', E) C B(s).
(i) For (K *4): if B(s) N E # @ then, Vs’ € B(s), f(s', E) C B(s) N E.

By definition of frame (Definition 5), since B is serial, B(s) # @ and thus B(s) C E implies that B(s) N E = B(s) # @. Hence if (ii) is
satisfied then so is (i). What (i) says is that if, initially, the agent believes event E then, conditional on E, he continues to believe
everything that he believed initially. On the other hand, (ii) says that if, among the states that the agent initially considered possible,
there are states where event E is true, then those states should be given priority when conditioning on E. In other words, when
looking for E-states that are closest to a state that is initially considered possible, the agent should give priority to those states in his
initial belief set that are already E-states, if there are any such states. We shall call this requirement Doxastic Priority 1 (DP1)'7:

E-states in B(s) are to be selected as nearer to states in /3(s)

than any E-states outside of B(s). (DP1)

(DP1) is reminiscent of a principle put forward by Stalnaker [35] in his theory of context-dependent indicative conditionals: if an
indicative conditional is being evaluated at a world in the context set, then the world selected must, if possible, be within the context
set as well. In our semantic framework, the set 3(s) can be viewed as playing a role similar to the role played by the context set in
Stalnaker’s theory of indicative conditionals.

In Remark 3 it was also noted that axiom (K :* 8) can be seen as a strengthening of KM axiom (K ¢ 9). Once again, this is clear if
we compare the corresponding semantic properties (Propositions 6 and 10):

(D For (K o9): if B(s) = {s'} then, VE, F €25, if f(s', E)n F # @ then f(s', En F)C f(s', E)n F.

(D) For (K »8): if 35 € B(s) such that £(5, E) F # @ then, Vs’ € B(s), f(s, EnF)C |J (f(s",E)nF).
s eB(s)

It is clear that if /3(s) is a singleton then (II) reduces to (I). Property (II) plays a similar role to (DP1): it says that if there are E-states
closest to states in /3(s) which are also F-states then the closest E-and-F-states to states in /3(s) must be among those. We call this
principle Doxastic Priority 2 (DP2):

When looking for E-and-F states outside of 5(s), the
closest E-states that are also F-states are to be selected
as nearer to /3(s) than any E-states outside of 5(s) that
are not also F-states.

(DP2)

The examples given by Katsuno and Mendelzon in [16] show that (DP1) and (DP2) are not requirements that one would want to
impose, in general, on a theory of belief updating. However, the fact remains that if one strengthens the definition of strong update
frame (Definition 10) by replacing (P,,) with the stronger (P,,) and (P,q) with the stronger (P,g), then one obtains a revision frame
(Definition 11); in other words, the set of revision frames is a subset of the set of strong update frames. This fact suggests that, as Peppas
et al. point out in [30, p. 98] “revision functions are nothing but a special kind of update operator”; indeed, they prove (by making
use of a different semantics from the one considered in this paper) that, given a consistent belief set K, for every revision function
there exists an update operator ¢ such that K * ¢ = K o ¢, V¢p € Oy [30, Theorem 2, p. 98].

7. Discussion

As noted in the Introduction, the dominant interpretation of an input to both AGM revision and KM update is in terms of reliable
new information, so that K * ¢ is interpreted as the revised belief set after the information represented by the formula ¢ has been made
compatible with the initial belief set K and, similarly, K ¢ ¢ is interpreted as the updated belief set after incorporating information
¢. This interpretation is apparent in the way in which (in the context of belief revision) the Success Axiom (AGM axiom (K * 2) and
KM axiom (K ¢ 1)) is described or criticized in the literature:

“The Success postulate says that the new information ¢ should always be included in the new belief set. [It] places enormous faith
on the reliability of ¢. The new information is perceived to be so reliable that it prevails over all previous conflicting beliefs, no
matter what these beliefs might be.” [29, p. 319]

“In AGM revision, new information has primacy. This is mirrored in the Success postulate for revision. At each stage the system
has total trust in the input information, and previous beliefs are discarded whenever that is needed to consistently incorporate the

17" This requirement is what leads to f (s, ||b]|) = {s,} in the model of Panel (a) of Fig. 2.
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new information. This is an unrealistic feature since in real life, cognitive agents sometimes do not accept the new information
that they receive.” [7, p. 65]

“A system obeying [the Success axiom] is totally trusting at each stage about the input information; it is willing to give up whatever
elements of the background theory must be abandoned to render it consistent with the new information. Once this information has
been incorporated, however, it is at once as susceptible to revision as anything else in the current theory. Such a rule of revision
seems to place an inordinate value on novelty, and its behavior towards what it learns seems capricious.” [5, p. 251]

By contrast, in our Kripke-Lewis semantics, the Success axiom is entirely trivial, in that it merely requires the agent to believe that “if ¢
is (or were) the case then ¢ is (or would be) the case”, which is a natural consequence of any meaningful reading of such conditional;
indeed, as shown in Proposition 1, no additional properties are required for the axiom ¢ € Ko¢ to be valid on an arbitrary frame.

In this section we will argue that our proposed semantics provides an alternative interpretation of both revision and update in
terms of supposition rather than information, and that supposition and information are conceptually very different.

7.1. Supposition versus information
There are many types of belief “change”:

1. The mental simulation of scenarios that are known to be contrary to actual reality. This type of belief change has been recently
investigated under the name of “reality-oriented mental simulation” ([2]) or “pretense imagination” ([27]).

2. The reaction to information that is accepted as entirely reliable: as [36, p. 194] puts it, an “input proposition [that] represents an
item of information that the subject takes himself to have come to know”.

3. The mental exercise of entertaining a supposition and examining its consequences.

Several authors have noted that there seems to be a significant difference between supposing that ¢ and learning that ¢:

“Merely suppositional change is essentially different from “genuine” change due to new information.” [32, p. 410]

“There seems to be a need to distinguish actual belief revision from belief revision that is merely hypothetical. [...] Ordinary
theories of belief change do not seem suited to handle the sort of hypothetical belief change that goes on, for example, in debates
where the participants agree, “for the sake of argument”, on a certain common ground on which possibilities can be explored and
disagreements can be aired. One need not actually believe what one accepts in this way.” [34, p. 1]

“In none of these contexts is supposing that ¢ equivalent to believing that ¢... Changing full beliefs calls for some sort of accounting
or justification. Supposition does not...” [20, p.5, emphasis added]

There is also empirical evidence that, even in the case where what is being supposed or learned is compatible with the initial beliefs,
people treat supposition and information differently: [38] found “substantial differences between the conditional probability of an
event A supposing an event B, compared to the probability of A after having learned B. Specifically, supposing B appears to have less
impact on the credibility of A than learning that B is true.”

The following example illustrates the difference between supposition and information.

Example 3. From my interactions with my colleague Louis I have come to believe that he is shy and sociophobic; indeed, he has
never attended any of the frequent social gatherings organized by members of the department. Yesterday there was a big party to
which we were all invited (including Louis). I was not able to go and I believe that Louis did not go either — because I believe that
he is sociophobic. On the supposition that he did go to the party, I believe that he would have been anxious and uncomfortable and
would have left after a very short time — because I believe that he is sociophobic and this is how a sociophobic person would react.
As Levi ([20], quoted above) notes, a supposition “for the sake of the argument” does not require an explanation or a justification;
in particular, when I reason under the supposition that he was at the party, I am not compelled to change my basic belief that he is
sociophobic. Indeed, “he was not at the party” and “if he was at the party then he was anxious” are an expression of the same belief,
namely that he is sociophobic. There is no change in belief involved in the supposition that he was at the party. On the other hand,
if I were to learn - that is, if I were reliably informed - that Louis was in fact at the party, then I would need to come up with some
explanation (perhaps he is taking medication for his anxiety, or perhaps I was wrong in my belief that he is sociophobic) and in that
case I might not believe that he would have been anxious and would have left after a very short time.

In terms of our semantics, consider a model and a state s in that model where B(s) C ||p A —¢||, where p is the atomic formula
‘Louis is sociophobic’ and ¢ is the atomic formula ‘Louis was at the party’; thus, I initially believe that Louis is sociophobic and was
not at the party. Now consider any state s’ such that sBs’; then s’ k p A —¢, in particular, s’ is a state where Louis is sociophobic. If T
have a strong belief that Louis is sociophobic, it seems natural that the closest states to s’ where Louis was at the party (the closest
g-states) are still states where Louis is sociophobic and at any such state Louis would be anxious and would leave after a very short
time; hence my belief that if Louis was at the party then he would have been anxious and would have left early. On the other hand,
if I were to learn that Louis was at the party, then my beliefs would change and my new beliefs would be represented by a new state
§ such that B(8) C ||¢|| and possibly even B(3) C ||-p||.
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Some authors have argued that the AGM axioms for belief revision are suitable for modeling suppositional beliefs but not for
belief change in response to learning new information. For example, [20, p. 117] writes “the contribution of Alchourrén, Gardenfors
and Makinson is best seen as a contribution to an account of reasoning for the sake of the argument and not as an account of the
logic of belief change”. If we interpret the sentence ‘on the supposition that ¢, the agent believes that y’ as ‘the agent believes that
if ¢ is (or were) the case then y is (or would be) the case’, then our semantics and characterization results (Propositions 7 and 11)
show that both AGM belief revision and KM belief revision can be given a consistent interpretation in terms of supposition rather
than information.

7.2. Relevance to Al

Belief change plays a crucial role in the field of artificial intelligence (AI),'® particularly in the following areas:

Knowledge Representation (KR) and Knowledge Base (KB) systems. Knowledge bases need to be revised when new information is
obtained. An important issue is how to resolve logical or semantic inconsistencies, in particular, how to update a database when
new facts are introduced that are inconsistent with its previous contents.

Dynamic Environments. An Al system deployed in a dynamic environment (such as autonomous vehicles, robotics, or real-time
decision-making systems) must continuously update its model of (or beliefs about) the environment to adapt to perceived changes
in the environment.

Reasoning about Action. An important issue in Al is how to model the reasoning of an agent about the outcomes of the actions
that the agent itself performs. This reasoning involves determining the new state of the world after performing an action and the
corresponding change in the agent’s beliefs.

Planning, in particular how to deal with plan failure. Failure typically occurs when the agent receives information that points to
a mismatch between the expected and the perceived state of the world (for example, when the agent detects that an action which
was intended to establish a precondition of a subsequent action in the same plan fails to do so). Plan failure requires that the
initial beliefs and the plan itself be revised.

Machine Learning. In machine learning, especially in online learning scenarios or reinforcement learning, belief change mecha-
nisms are needed to adjust models based on new data or experiences.

Natural Language Processing. In natural language understanding tasks, belief revision helps in resolving ambiguities or contradic-
tions that arise from interpreting human language, thereby improving the accuracy of Al systems in understanding and responding
to natural language queries.

It is clear that in all of these areas what is needed is a theory of belief change in response to new information. If Levi is right in claiming
that AGM belief revision ought to be viewed as a theory of suppositional beliefs, rather than of belief change prompted by new
information, then it seems that there is a need - at least in the context of AI — for a more suitable theory. Our analysis suggests that
both belief revision and update can in fact be given a merely suppositional interpretation. The common distinction between update
and revision in terms of a dynamic versus a static world is just an interpretation of the axioms: as lamented by several authors, there is
nothing in the AGM or KM frameworks that directly captures the nature (dynamic or static) of the environment and the nature of the
informational input. For example, [17, p. 2518] remarks that “nothing in the AGM theory of belief revision implies that we should
restrict its application to static worlds” and [8, p.118] remark that “what is essential in belief revision is not that the world is static,
but that the language used to describe the world is static”. Perhaps, as suggested in [17], a suitable theory of belief change ought to
be based on a language containing time-stamped atomic formulas of the form p,, interpreted as ‘p is true at time ¢’, so that one can
directly capture changes in the world over time (e.g. p, A —p,, 1) as well as be explicit about whether information pertains to the past
or the present. A first step in this direction (for belief revision only) is taken in [8].

8. Related literature

The characterization results of Propositions 7 and 11 provide an interpretation of y € K ¢ ¢ in the KM framework (believing y
after updating by ¢) and y € K * ¢ in the AGM framework (believing y after revising by ¢) in terms of believing the conditional “if
¢ is, or were, the case, then y is, or would be, the case”.

That the notion of belief update is closely related to conditionals has been pointed out before in the literature. Grahne ([13]
considers a modal logic containing two bi-modal operators: the conditional operator > and the update operator ¢ (Grahne uses the
symbol o but for consistency with our previous notation we have changed it to ¢). The proposed axioms involve only the conditional
operator >, while the update operator enters via two rules of inference, which Grahne calls “Ramsey’s Rules” (RR):

x = (@>vy) (xod)—w
xod)—=w 1= (@>w)
Grahne ([13, p. 97] offers the following explanation for (RR).

(RR)

18 For a historical account of the impact and role of AGM belief revision in Al see [4].
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The intuitive interpretation of (RR) is as follows. Let original belief state be y and let ¢ > y stand for ‘If ¢, then y.” If ¢ > w
is accepted in state y it means that y — (¢ > y) is a theorem. Now ‘the minimal change’ of y ‘needed to accept’ ¢, which is
represented by y ¢ ¢ ‘also requires accepting’ y, since (y ¢ ¢) — y is a theorem, according to (RR).

He also notes that, without (RR), his logic coincides with Lewis’ logic VCU for counterfactuals ([21]). Grahne proves that his proposed
logic is sound and complete with respect to the standard semantics based on possible worlds ([14,21]) and concludes that Géardenfors’
Triviality Theorem (see below) applies only to revision operators, not to update operators.

Ryan and Schobbens ([33]) point out a link between the theory of updates, the theory of counterfactuals and classical modal
logic: they show that update is a classical existential modality, counterfactual is a classical universal modality and the accessibility
relations corresponding to these modalities are inverses of each other. They argue that the Ramsey Rule (see (R) below) is simply an
axiomatisation of this inverse relationship.

In the belief revision literature, the attempt to relate belief revision to conditionals led to Gardenfors’ Triviality Theorem ([9]). In
his approach the Boolean propositional language @, is extended to a modal language, call it @, , which includes conditionals of the
form ¢ >y (if ¢ were the case then y would be the case). In this extended language, belief sets are allowed to contain conditionals
and indeed it is postulated [9, p.84] that

(p>w)eKifand only if y € K * ¢, (R)

which is intended to capture the “Ramsey test” (see Footnote 10). Géardenfors proved that if (R) is added to the AGM postulates for
belief revision, only trivialized revision operators (or revision operators defined on a trivialized set of belief sets) are allowed.'® Note
that Gardenfors’ triviality result does not apply to our framework because — as in the original AGM theory — we restricted the analysis
to a propositional language containing only Boolean formulas.

In a series of related papers, Giordano et al. ([10-12]) establish a connection between AGM belief revision and conditionals. They
consider a modal language obtained by adding to a propositional logic the conditional operator >, with the usual interpretation of
¢ >y as “if ¢ were the case, then y would be the case”. On the semantic side they consider a selection function f that takes as input
a possible world w and a formula ¢ and returns as output a set f(w, ¢) of possible worlds. They do not postulate a belief relation, but
instead they extract the initial beliefs from the selection function as follows: letting T denote any tautology, they define “¢ is initially
believed” as f(w, T) C ||¢||. They correspondingly define the relation R C W X W as follows: (w,w’) € R if and only if w' € f(w, T)
and impose axioms in their logic that make R reflexive and euclidean, that is, a partition, thus imposing the logic S5 on beliefs. They
also impose the condition (which they call BEL) that a conditional ¢ > y is true at world w if and only if it is true at every w'’ such
that (w, w’) € R. They then prove the following representation result: (1) each AGM belief revision system corresponds to a model of
their logic and (2) every model of their logic that satisfies a strong condition, which they call the “covering condition”, determines
an AGM belief revision system. A model satisfies the covering condition if, for every consistent formula ¢, ||¢|| # @. Translating
their semantics into our framework would require us to define B(s) = f(s,.5) and to impose the following restriction on the selection
function: if s’ € f(s,.S) then, for every E C S, f(s', E) = f(s, E). This approach leaves to be desired: first of all, it rules out incorrect
beliefs and, secondly, it rules out the possibility that for s’,s”" € B(s) the closest E-states to s’ might be different from the closest
E-states to s”. A distinguishing feature of our semantics is that it allows for “small” models where it is possible for a consistent
formula ¢ to be such that ||¢|| = @. In order to prove their representation result, Giordano et al. rule this out via their “covering
condition”. By contrast, we are able to allow for the possibility that, in a model, ||¢|| = @ even if ¢ is consistent, because we frame
the analysis in terms of partial belief revision functions and formulate the characterization problem in terms of the existence of an
AGM/KM extension of a given partial belief change function. It should also be noted that the analysis of Giordano et al. is restricted
to belief revision and does not deal with belief update.

The semantics given in Section 3 — namely a Lewis selection function with the addition of a Kripke belief relation — was also
implicitly considered in [18] who proposed a different interpretation of y € K * ¢:

Let w be a possible world in which the agent’s actual belief set is K. Now consider the set W’ of worlds w’ in which our agent
believes ¢ [...] we can thus reformulate the semantics of the revision operator as follows: “y € K * ¢” is true in w if and only
if all those worlds w’” among the members of W’ that are maximally similar to w in Lewis’ sense are worlds in which the agent
believes y. [...] a rational agent has a conditional belief in y given ¢ if and only if: if she believed ¢, then she would believe y. [18,
p. 121]

Thus Leitgeb suggests a very different interpretation from ours. He argues that “there are two different types of beliefs of “conditional
character”: beliefs in conditionals and conditional beliefs.” [18, p. 115]. We focused on the former while Leitgeb opted for the latter.
Leitgeb offers several arguments in favor of his suggested interpretation, but does not establish an exact correspondence between
AGM belief revision functions and the semantics he has in mind. Our objective is not to argue that our proposed interpretation is “the
correct” one, but simply to show that it works, in the sense that it provides a semantic characterization, not only of KM belief update,
but also of AGM belief revision that is different from the standard one based on plausibility pre-orders. Proposition 11 shows that, in
the AGM theory, y € K * ¢ can be consistently interpreted as belief in the conditional “if ¢ is (were) the case, then y is (would be)
the case”.

19 Girdenfors’ triviality result gave rise to a sizeable literature; see, for example, [19,22-24].
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A semantics consisting of a Stalnaker selection function?’ augmented with a belief relation was considered recently by Giinther
and Sisti in [15] who dubbed it “Stalnaker’s Ramsey Test”. However, the focus of [15] is very different from ours: the authors do no
establish a link to the AGM theory of belief revision and do not view the proposed semantics as an alternative characterization of
AGM belief revision. The main purpose of [15] is to argue that the “Stalnaker Ramsey Test” provides an alternative way of capturing
Ramsey’s inferential account, which was framed in terms of variable hypotheticals.?!

The interpretation of both y € K ¢ ¢ (update) and y € K = ¢ (revision) suggested in this paper as belief in the conditional “if
¢ is (were) the case, then y is (would be) the case” does not make a distinction between indicative and subjunctive conditionals.
The view that a closest-world semantics is appropriate for both indicative and subjunctive conditionals has been defended by several
authors ([6,25,37,26,35]). In our framework, the indicative form (if ¢ is the case then y is the case) seems more appropriate when
the initial belief set does not contain ¢ (that is, if the agent initially considers it possible that ¢) while the subjunctive form (if ¢
were the case then y would be the case) seems more appropriate when the agent initially believes —¢.

9. Conclusion

We provided a characterization of KM belief update and AGM belief revision in terms of a semantics that consists of a selection
function together with a belief relation. We have shown that KM/AGM belief update/revision functions corresponds to the functions
that can be obtained from the class of models that we considered, by identifying the initial belief set K with the set of formulas that
the agent believes at a state s (K = {¢p € @, : B(s) C ||¢]|}) and by identifying the updated belief set (K ¢ ¢), or the revised belief set
(K * ¢), in response to input ¢, with the set of formulas that are the consequent of conditionals that are believed at state s and have
¢ as antecedent. Thus our analysis shows that both belief update and belief revision can be characterized in terms of belief in the
conditional “if ¢ is (or were) the case then y is (or would be) the case”. The difference between (strong) update and revision boils
down to two stronger properties (properties of doxastic priority DP1 and DP2) that are required for belief revision but not for belief
update. Since every revision frame is also an update frame, our analysis confirms Peppas et al.’s assessment that, for a fixed initial
belief set K, “revising K is much the same as updating K” ([30, p. 95].

A natural next step is to go beyond the propositional language considered in this paper and study a modal language that includes
a unimodal belief operator B, corresponding to the belief relation 5, and a bimodal conditional operator > corresponding to the
selection function f. The investigation of the corresponding modal logic and its potential use in modeling belief change is beyond
the scope of this paper and is pursued in a companion paper (work in progress).
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Appendix A. Proof of Propositions 7 and 11

Proof of Proposition 7. In what follows we write |- ¢ to denote that ¢ is a tautology.

(A) We need to show that the partial belief change function obtained at a state of an arbitrary model based on an update frame, can
be extended to a full-domain belief update function. The purpose here is not to define the most natural extension, but to show that at least
one such an extension exists. Thus we will do so in the simplest possible way.

Fix an arbitrary frame F € F, an arbitrary model based on F, an arbitrary state s and let K, = {¢p € D : B(s) C ||¢]|}. Let o be
the belief change function based on K| defined by (RD), that is, y € K o¢ if and only if, |¢|| # @ and, Vs’ € B(s), f(s, |¢]]) C llw]l.
Consider the following full-domain extension ¢ of o:

[ Ko if |4l £
Kyod= { Cn(g) if bl = @. 24

We want to show that the function defined in (24) is a belief update function (Definition 2), that is, that it satisfies axioms (K ¢
0)-(K o 7).

* (K ©0). We need to show that K, o ¢ =Cn (KS ° d)). If ||¢|| # @ then this follows from (B) of Lemma 2. If ||¢|| = @ then it follows
from the fact that Cn(¢) = Cn(Cn(¢)).

20 The difference between a Stalnaker selection function and a Lewis selection function is that the former requires f(s, E) to be a singleton, that is, that there be a
unique E-state closest to s.

21 A variable hypothetical is a subjective rule that Ramsey expresses as “If I meet a ¢ I shall regard it as a w” [31, p. 241]. [15, p.29] argue that the belief in the
variable hypothetical Vx (¢(x) — y(x)) can be faithfully translated into Stalnaker semantics as follows: for all worlds the agent cannot exclude to be the actual, the
most similar ¢-world is a y-world.
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* (K o 1). We need to show that ¢ € K o ¢. If ||¢|| # @ then this follows from (2) of Proposition 1. If ||¢|| = @ then it follows from
the fact that ¢p € Cn(¢).

* (K ©2). We need to show that if ¢ € K then K o ¢ = K. Assume that ¢ € K; then B(s) C ||¢|| and thus, since by definition of
frame (Definition 5), B(s) # @, ||¢|| # @. Hence, by (24), K, ¢ ¢ = K o¢ and the desired property follows from Proposition 2.

* (K ©3). We need to show that K o ¢ = @, if and only if ¢ is a contradiction. If ¢ is a contradiction then Cn(¢) = @; furthermore,
[|¢]l = @ and thus, by (24), K, ¢ ¢ = Cn(¢). If ¢ is consistent and ||¢|| # @, then, by (B) of Lemma 2, K o¢ is consistent and thus
K o0¢ # &, and, by (24), K, o ¢ = K 0¢. Finally, if ¢ is consistent and ||¢|| = @, then, by (24), K, ¢ ¢ = Cn(¢) and, since ¢ is
consistent, Cn(¢) # @,

* (K 0 4). We need to show that if - (¢ < y) then K ¢ ¢ = K, o y. Assume that |- (¢ < y). If ||¢|| # @ then this follows from (3)
of Proposition 1. If ||¢|| = @, then (since I (¢ < y) implies that ||¢|| = ||y D) [lw| = @ and thus K ¢ ¢ = Cn(¢) and K, o y = Cn(y)
and, since (¢ < v), Cn(¢) = Cn(y).

* (K ¢5). We need to show that K; ¢ (¢ Ay) C (K, ¢ @)+ . If ||¢|| =@ then ||¢p A y|| =@ and, by (24), K ¢ ¢ = Cn(¢p) - so
that (K; o @)+ y =Cn(Cn(¢p)U {y}) — and K ¢ (¢ Ay) = Cn(¢ Ay). Fix an arbitrary y € Cn(¢ A y). Then |- (¢ A y) = y which
implies that - ¢ — (y — y), from which it follows that ¢ — (v — y) € Cn(¢) and thus (v — y) € Cn(¢) which, in turn, is equivalent
to y € Cn(Cn(¢p) U {w}). Hence Cn(¢ Ay) C Cn(Cn(p)U {w}). If | Ay | # @ then ||| # @ so that, by (24), K, o ¢ = K 0¢ and
K o(¢pAy)= K o(¢p Ay) and the desired property follows from Proposition 3. Finally, if ||¢|| # @ and ||¢p Ay || = @ then K ;0 ¢ = K o¢
and K o (¢p Ay) = Cn(¢ Ay). Fix an arbitrary y € Cn(¢p Ay). Then - (¢ Ay) — y, from which it follows that - ¢ — (y — y), so that
since, by (B) of Lemma 2, K o¢ is deductively closed, (¢ = (¢ — y)) € K,0¢. From this and the fact that, by (2) of Proposition 1,
¢ € K o¢, it follows that (y — y) € K 0¢ which is equivalent to y € Cn((K,o¢)U {w}). [

e (K ©6). We need to show thatif y € K,;o¢ and ¢p € K, oy then K, 0¢p = K, oy. Assume thaty € K,o¢pand ¢p € K, oy. If ||¢|| # D,
then K o ¢ = K o¢; furthermore, since - by hypothesis - y € K 00, Vs' € B(s), f(s', ||¢|l) C |lw||) which implies that || w|| # @ because,
by definition of frame (Definition 5), f(s’, ||¢||) # . A similar argument shows that if ||y|| # @ then ||¢|| # @. Thus there are only
two cases to consider: (1) ||¢|| = |ly|l = @ and (2) ||¢|| # @ and ||y|| # @. Consider first the case where ||¢|| = [ly|| = @. Then, by
(24), K o ¢ =Cn(¢) and K, o w = Cn(y). Then, since y € Cn(¢), |- (¢ = w) and, since ¢ € Cn(y), - (w — ¢). Thus I (¢ < ) and
therefore Cn(¢p) = Cn(y). Next consider the case where ||¢|| # @ and |ly|| # @. In this case K, ¢ ¢ = K o¢p and K o w = K oy and
the desired property follows from Proposition 4.

* (K ©7). We need to show that if K is complete then (K, o ¢)N (K o) C K o (¢ Ay). If (K, ¢ @) N (K, oy) = there is nothing to
prove. Suppose, therefore, that (K, o )N (K, ow) # @ andlet y € (K;od)N(K o). If ||p|| # @ and ||y || # @, then K o ¢ = K ,o¢ and
K, oy = K oy and the desired property follows from Proposition 5. If ||¢|| = ||y|| = @ then ||¢ A || = @ and thus K ¢ ¢ = Cn(¢),
K, oy =Cn(y) and K; o (¢ Ay) =Cn(p A y). Since y € (K, o ¢) N (K o y) it follows that - (¢ — y) and F (y — y) so that
F{(dAw)— y)and thus y € Cn(dp Aw). If ||@|| # @ and |ly|| = @ then ||¢p Ay || =@ and thus K, ¢ ¢ = K 0¢, K oy = Cn(y) and
K, o(@Ay)=Cn(pAy). Since y € (K, oy)=Cn(y), - (y — y) so that - ((¢ Ay) — y) and thus y € Cn(¢ A y). The case where
ll¢]l = @ and ||y|| # @ is similar: - (¢ — y) and thus - (¢ Ay) — y) and y € Cn($p Ay).

(B) Next we prove that, for every belief update function o, there is a model based on an update frame such that the belief change
function o obtained at a state in that model coincides with ¢ on the domain of o and, furthermore, the domain of o is the set of
consistent formulas. Once again, the purpose here is not to define the most natural model but to show that such a model exists. Thus we
will construct the simplest model.
Let K C @, be consistent and deductively closed and let o : ®; — 2%0 be a belief update function based on K (Definition 2). Define
the following model (S, B, f,V):

1. S is the set of maximally consistent sets (MCS) of formulas in @.

2. The valuation V' : At — S is defined by V' (p) = {s € .S : p € s}, so that, for every ¢ € @, the truth set of ¢, which - in this context
- we denote by [¢] instead of ||¢]|, is [¢p] ={s€ S : pEs}. If ¥ C D, define [¥] ={s€ 5 : Vp €¥,¢ € s}. Note that [V] # @
if and only if ¥ is consistent.

3. For every s € S, define B(s) = [K].

4. In order to define the selection function f, note first that [¢] # @ if and only if ¢ is consistent. Thus we only need to define
f(s,|l@l]) for ¢ consistent. Let @, C ® be the set of consistent formulas and let £ = {E C .S : E = [¢] for some ¢ € D, }. Define
£ [K]x & — 25 as follows:

f(s. ¢ =[K < ¢]. (25)

First we show that the frame so defined is an update frame (Definition 9).
 f(s,[¢]) # @. This follows from axiom (K ¢ 3) since we are restricting attentions to ¢ € ®,,,.

o f(s,[¢]) € [¢]- This follows from axiom (K o 1) (since ¢ € K o ¢, the set of MCS that satisfy all the formulas in K ¢ ¢ is a subset
of the of MCS that satisfy ¢).

To prove Weak Centering we first prove the following lemma.
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Lemma 3. V¢ € @, [K] N [¢] = [Cn(K U {¢})].

Proof. By hypothesis, K is deductively closed. Thus, Vy € @,

7 €Cn(K U {¢}) if and only if (¢ — 1) € K. (26)

First we show that

[K]n o] € [Cn(K U {$D].

Fix an arbitrary s € [K] N [¢]; we need to show that s € [Cn(K U {¢})], that is, that, Vy € Cn(K U {¢}), y € s. Since s € [¢p], P € 5.
Fix an arbitrary y € Cn(K U {¢}); then, by (26), (¢ — y) € K;; thus, since s € [K], (¢ — x) € s. Hence, since both ¢ and ¢ — y
belong to s and s is deductively closed (every MCS is deductively closed), y € s.

Next we show that

[Cn(Ku{éD] € [K] N [].

Let s € [Cn(K U {¢})]. Then, since ¢ € Cn(K U {¢}), ¢ € s, that is, s € [¢]. It remains to show that s € [K], that is, that, for every
¥ € K, y € s. Fixan arbitrary y € K; then, since, by hypothesis, K is deductively closed, (¢ — y) € K. Thus, by (26), y € Cn(KU{¢})
and thus, since s € [Cn(K U {¢}D], y€s. O

o if s € [¢] then s € f(s,[¢]). Let s € [K] and ¢ € D,,. Assume that s € ||¢]|; then s € [K] N [¢] so that, by Lemma 3, s € ||[Cn(K U
{¢DIl. By Lemma 1, K ¢ ¢ C Cn(K U {¢}) from which it follows that [Cn(K U {¢}] C [K ¢ ¢]. Hence s € [K ¢ ¢] and, by (25),

[K o @] =f(s,[oD-

o if B(s) C [¢] then, Vs' € B(s), f(s', [¢]) C B(s). Fix an arbitrary ¢ € ®,, and an arbitrary MCS s and recall that, by construction,
B(s) = [K] and, Vs’ € B(s), f(s', [¢]) = [K ¢ ¢]. Thus we need to show that if [K] C [¢] then [K ¢ ¢] C [K]. Assume that [K] C [¢],
which is equivalent to ¢ € K. Then, by (K ¢ 2), K ¢ ¢) = K and thus [K o ¢] = [K].

In order to prove the next property we need the following lemma, which is similar to Lemma 3.
Lemma 4. V. y € @,,,. [K o ¢] N [w] = [Cn((K o ¢) U {w})].

Proof. By (K ¢0), K ¢ ¢ is deductively closed. Thus, Yy € @,

¥y €Cn((Ko¢)u{y}) ifand only if (w —» y) € K o ¢. 27)

First we show that

[Keogln[w] CICn((Kop)u {yh].

Fix an arbitrary s € [K ¢ ¢] N [¢]; we need to show that s € [Cn((K ¢ ¢) U {y})], that is, that, Vy € Cn((K ¢ ¢p) U {w}), ¥ € s. Since
s € [y], v € s. Fix an arbitrary y € Cn((K ¢ ¢) U {y}); then, by (29), (v — y) € K ¢ ¢; thus, since s € [K ¢ ¢], ( = x) € 5. Hence,
since both y and y — y belong to s and s is deductively closed, y € s.

Next we show that

[Cn((Kop)u{y D] C[K o p] N w].

Let s € [Cn((K ¢ ¢) U {y})]. Then, since y € Cn((K o p)U {y}), v € s, that is, s € [y]. It remains to show that s € [K ¢ ¢], that is,
that, for every y € K o ¢, y € s. Fix an arbitrary y € K ¢ ¢; then, since, by axiom (K ¢0), K ¢ ¢ is deductively closed, (y — y) € Ko ¢.
Thus, by (29), y € Cn((K ¢ ¢) U {y}) and thus, since s € [Cn(K o p)U{y D], y€s. [

o If, Vs' € B(s), f(s',[¢] N [w]) C [x], then, Vs" € B(s), f(s',[¢]) N [w] C [x]- Fix arbitrary ¢,y, y € ®,, and an arbitrary MCS s
and recall that, by construction, B(s) = [K], f(s', [¢#]) = [K ¢ ¢] and (since [¢] N [w] = [d Aw]) f(,[¢] n[w]) =[K o (d Aw)].
Thus it is sufficient to show that [K ¢ ¢] N [w] C [K ¢ (¢ A yw)]. By axiom (K ¢ 5), K o (¢ Aw) C Cn((K o ¢) U {y}) from which it
follows that

[Cn((K o p)u {w D] C[K o (d Aw)]. (28)
By Lemma 4, [K o ¢] N [y] = [Cn((K ¢ ¢) U {w})]. It follows from this and (28) that [K o ¢ N [y] C [K o (¢ Ap)].

o If, Vs' € B(s), f(s',[#]) C [w] and f(s',[w]) C[¢], then U [ [¢Dh= U S, [w]). By (25) this reduces to:
s'€B(s) s'€B(s)

if [Ko @] C[y] and [K o yw] C [¢] then [K o ¢] = [K ¢ w]. (29)
By (K©6),ifyeKogpand p € Koy then K o¢p=K oy. Since y € K ¢ ¢ if and only if [K ¢ ¢] C [y], and ¢ € K o y if and only
if [K o w] C [¢], (29) follows directly from (K ¢ 6).
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o If B(s) = {5} then f(s',[¢] U [w]) C f(s',[@]) U f(s, [w]). First of all, note that [¢] U [w] = [¢ V w]. By (K o 7), since [K] is
a singleton (and thus K is complete), (K o ¢) N (K o w) C K o (¢ V y), which implies that [K ¢ (¢ V)] C[Ko @] N[K o y] C

[K o @] U [K ¢y]. Finally, by (25), f(s",[¢]) = [K o ¢], f(s".[w]) = [K o] and f(s".[¢ Vw]) =K o (@ Vy)].

So far we have shown that the model that we have constructed is based on an update frame (Definition 9). It remains to show
that the belief update function ¢ that we started with coincides with the partial belief change function o defined by (RI) relative
to some MCS s. Since, in the model that we constructed, for any two MCS’s s and s’, B(s) = B(s’), we can take an arbitrary MCS,
call it §. Let K; = {¢p € Dy : B(5) C [¢]}. By construction, B(5) = [K] and thus K; = K. Let o be the belief change function based
on K; = K defined by (RI). We need to show that (since the domain of o is ®,,), V¢ € @,,,K ¢ ¢ = Ko¢. First we show that
Ko¢pCKog. Let y € K o ¢p; then y € s for all s € [K ¢ ¢], that is, [K o ¢] C [w]. By (25), Vs € B(5), f(s,[¢]) = [K ¢ ¢]. Thus,
Vs € B(3), f(s,[¢]) C [w], that is, w € Kog. Next we show that Kog C K ¢ ¢. Let y € Kog, that is, Vs € B(3), (s, [¢]) C [w]- By
(25), Vs € B(3), f(s,[¢]) =[K ¢ ¢]. Thus [K o @] C [y], thatis, Vs € [K ¢ p], w €s. Hence w € K 0 ¢p. []

Proof of Proposition 11. Recall that - ¢) means that ¢ is a tautology.

(A) We need to show that the partial belief change function obtained at a state of an arbitrary model based on a revision frame, can
be extended to a full-domain AGM belief revision function. We note again that the purpose here is not to define the most natural
extension, but to show that such an extension is in fact possible.

Fix an arbitrary frame F € F,, an arbitrary model based on F, an arbitrary state s and let K, = {¢p € D : B(s) C ||¢]|}. Let o be
the belief change function based on K, defined by (RI), that is, y € K o¢ if and only if, Vs" € B(s), f(s',|¢l]) C |ly||. Consider the
following full-domain extension x* of o:

[ Ko if 6l £
Kixd= { Cn(g) it |gll = 2.

We want to show that the function defined in (30) satisfies axioms (K * 1)-(K * 8).

(30)

o (K * 1). We need to show that K, ¢ =Cn (KS * ¢). If ||¢|| # @ then this follows from (B) of Lemma 2. If ||¢|| = @ then it follows
from the fact that Cn(¢) = Cn(Cn(¢)).

» (K *2). We need to show that ¢ € K| * ¢. If ||¢|| # @ then this follows from (2) of Proposition 1. If ||¢|| = @ then it follows from
the fact that ¢ € Cn(¢).

* (K % 3). We need to show that K * ¢ C Cn(K, U {¢}). If ||@|| # @ then this follows from (1) of Proposition 1. If ||¢|| = @ then
[[=¢|l =S and thus B(s) C ||[=¢|l, that is, ~¢ € K which implies that Cn(K U {¢}) = ®.

» (K *4). We need to show that if ~¢ ¢ K then K, C K, * ¢. Since =¢ & K, B(s) N ||¢|| # @ so that ||¢|| # @ and thus, by Proposi-
tion 9, K, C K * ¢.

* (K *5). We need to show that K * ¢ = @ if and only if - —¢. If - =¢ then Cn(¢) = ®; furthermore, ||¢|| = @ and thus, by (30),
K, * ¢ = Cn(¢). If ¢ is consistent and ||¢|| # @, then, by (B) of Lemma 2, K o¢ is consistent and thus K o¢ # @, and, by (30),
K # ¢ = Kog. Finally, if ¢ is consistent and ||¢|| = @, then, by (30), K * ¢ = Cn(¢) and, since ¢ is consistent, Cn(¢) # P.

* (K % 6). We need to show that if - (¢ < y) then K * ¢ = K, * y. Assume that - (¢ < y). If |¢|| # @ then this follows from (3)
of Proposition 1. If ||¢|| = @, then (since - (¢ < ) implies that ||¢|| = |lw|]) ||y || = @ and thus K| * ¢ = Cn(¢) and K, * y = Cn(y)
and, since F (¢ < v), Cn(¢) = Cn(y).

* (K * 7). We need to show that K, = (¢ Ay) C (K, * ¢)+ . If ||¢|| = @ then ||¢p A y| =@ and, by (30), K, * ¢ = Cn(¢) — so
that (K * ¢) + y =Cn(Cn(¢p) U {y}) - and K| * (¢ Ay) = Cn(¢ A y). Fix an arbitrary y € Cn(¢ A y). Then - (¢ A y) = y which
implies that - ¢ — (y — y), from which it follows that ¢ — (v — y) € Cn(¢) and thus (v — y) € Cn(¢) which, in turn, is equivalent
to y € Cn(Cn(¢p)U {y}). Hence Cn(¢p Aw) C Cn(Cn(p)U {y}). If ||¢p A y|| # @ then ||¢|| # @ so that, by (30), K, * ¢ = K 0¢
and K * (¢ A y) = K;0(¢p A y) and the desired property follows from Proposition 3. Finally, if ||¢|| # @ and [|¢ A y|| = @ then
K, % ¢ =Kso¢p and K, * (p Ay) = Cn(¢ A y). Fix an arbitrary y € Cn(¢ A y). Then I (¢ A y) — y, from which it follows that
¢ — (¢ — x), so that since, by (B) of Lemma 2, K o¢ is deductively closed, (¢ — (v — y)) € K 0¢. From this and the fact that, by
(2) of Proposition 1, ¢ € K o¢, it follows that (y — y) € K 0¢ which is equivalent to y € Cn((K;o¢)U {y}). [

* (K * 8). We need to show that if -y & K, * ¢ then (K, * ¢) +w C K, * (p Ay). If ||¢|| = @ then, as shown in the proof of (K * 7),
K (pAy)=(K *¢d)+y. If ||p|| # D, then the result follows from Proposition 10.

(B) Next we prove that, for every AGM belief revision function *, there is a model based on a revision frame such that the belief
change function o obtained at a state in that model coincides with * on the domain of o and, furthermore, the domain of o is the set
of consistent formulas. Once again, the purpose here is not to define the most natural model but to show that such a model exists.
Let K C @ be consistent and deductively closed and let *: ®j — 2% be an AGM belief revision function based on K (Definition 4).
Define the following model (S, B, f,V):

1. S is the set of maximally consistent sets (MCS) of formulas in ®@.
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2. The valuation V' : At — S is defined by V' (p) = {s € S : p € 5}, so that, for every ¢ € D, the truth set of ¢, which - in this context
- we denote by [¢] instead of ||@||, is [¢] ={s€ S : pes}. f ¥ C D, define [F]={se S :Vpe V¥, ¢pes}.

3. For every s € S and define B(s) = [K].

4. In order to define the selection function f, note first that [¢] # @ if and only if ¢ is consistent. Thus we only need to define
f(s.||@l]) for ¢ consistent. Let @, C ® be the set of consistent formulas and let £ = {E C .S : E = [¢] for some ¢ € O, }. Define
f  [K] x & =25 as follows:

F(s, (@D =[K = ¢]. (31)

First we show that the frame so defined is a revision frame (Definition 11).
* f(s,[¢]) # @. This follows from axiom (K * 5) since we are restricting attentions to ¢ € ®,,.
e f(s,[¢]) € [¢]. This follows from axiom (K * 2) (since ¢ € K = ¢, [K * ¢] C [¢] and, by (31), f(s,[¢]) = [K * ¢].

o If s € [¢] then s € f(s,[¢]). Let s € [K] and ¢ € D,,,. Assume that s € |@||; then s € [K] N [¢] so that, by Lemma 3, s € ||[Cn(K U
{¢DIl. By Lemma 1, K * ¢ C Cn(K U {¢}) from which it follows that [Cn(K U {¢}] C [K * ¢]. Hence s € [K * ¢] = f(s, [¢])-

o if B(s) N [¢] # @ then, Vs' € B(s), (s', [¢]) € B(s) N [¢]. Fix an arbitrary ¢ € @, and an arbitrary MCS s and recall that, by
construction, B(s) = [K] and, Vs’ € B(s), f(s',[¢]) = [K * ¢]. Thus we need to show that if [K] N [¢] # @ then [K = ¢] C [K] N [¢].
Assume that [K] N [¢] # @, which is equivalent to ¢ & K. Then, by (K *4), K C K * ¢ which implies that [K * ¢] C [K] and thus
[K * @] n[¢] € [K] N [¢]. Furthermore, by (K * 2), [K * ¢] C [¢], so that [K = @] = [K = ¢] N [¢]-

« if, 35 € B(s) such that f(5,E)n F # @ then, Vs’ € B(s), f(s’, EnF)C |J (f(s",E)n F). Fix arbitrary ¢,y, y € ®,, and
s eB(s)

an arbitrary MCS s and recall that, by construction, B(s) = [K], Vs’ € B(s), f(s',[¢]) = [K * ¢] and (since [¢] N [w] = [¢ A w])

F(" [p] 0 [w]) = [K * (¢ Aw)]. Thus we need to show that if [K * ¢] N [yw] # @ then [K * (¢ Aw)] C [K * ¢] N [w]. Assume that

[K * @] N [w] # @. Then [K * @] € [~w], that is, 7y & K * ¢. Hence, by (K * 8), (K * ¢) +w C K * (¢ A y), from which it follows

that [K (¢ Aw)] € [(K * ¢) +w]. Finally, by Lemma 4,2 [(K * ¢) +y] = [K % &] 0 [w].

So far we have shown that the model that we have constructed is based on a revision frame (Definition 11). It remains to show that
the belief revision function  that we started with coincides with the partial belief change function o defined by (RI) relative to some
MCS s. Since, in the model that we constructed, for any two MCS’s s and s’, B(s) = B(s"), we can take an arbitrary MCS, call it 3.
Let K; = {¢p € © : B(3) C [¢]}. By construction, B(3) = [K] and thus K; = K. Let o be the belief change function based on K; = K
defined by (RI). We need to show that, V¢ € d,,, K * ¢ = Kog.

First we show that K * ¢ C Kog. Let w € K * ¢; then y € s for all s € [K * ¢], that is, [K * ¢] C [w]. By (31), Vs € B(3),

F(s.[8]) = [K * §]. Thus, Vs € BS), £(s.[$]) C [w], that is, y € Kog.
Next we show that Ko¢ C K * ¢. Let w € Kog, that is, Vs € B(5), f(s, [¢]) C [w]. By (31), Vs € B(5), f(s,[¢]) = [K * ¢]. Thus
[K = ¢] C [w], thatis, Vs € [K * ¢], w €s. Hence y € K *¢. []

Data availability
No data was used for the research described in the article.

References

[1] C. Alchourrén, P. Gérdenfors, D. Makinson, On the logic of theory change: partial meet contraction and revision functions, J. Symb. Log. 50 (1985) 510-530.
[2] F. Berto, I. Canavotto, A. Giordani, Voluntary imagination: a fine-grained analysis, Rev. Symb. Log. 15 (2) (2022) 362-387.
[3] G. Bonanno, Rational choice and AGM belief revision, Artif. Intell. 173 (2009) 1194-1203.
[4] R. Carnota, R. Rodriguez, AGM theory and artificial intelligence, in: E.J. Olsson, S. Enqvist (Eds.), Belief Revision Meets Philosophy of Science, Springer,
Netherlands, Dordrecht, 2011, pp. 1-42.
[5] C. Cross, R. Thomason, Conditionals and knowledge-base update, in: P. Gardenfors (Ed.), Belief Revision, in: Cambridge Tracts in Theoretical Computer Science,
vol. 29, Cambridge University Press, 1992, pp. 247-275.
[6] W.A. Davis, Indicative and subjunctive conditionals, Philos. Rev. 88 (4) (1979) 544-564.
[7] E. Fermé, S.O. Hansson, Belief Change: Introduction and Overview, Springer, 2018.
[8] N. Friedman, J. Halpern, Modeling belief in dynamic systems. Part II: Revision and update, J. Artif. Intell. Res. 10 (1999) 117-167.
[9] P. Gérdenfors, Belief revisions and the Ramsey test for conditionals, Philos. Rev. 95 (1) (1986) 81-93.
[10] L. Giordano, V. Gliozzi, N. Olivetti, A conditional logic for belief revision, in: J. Dix, L.F.n. del Cerro, U. Furbach (Eds.), Logics in Artificial Intelligence, Springer,
Berlin, Heidelberg, 1998, pp. 294-308.
[11] L. Giordano, V. Gliozzi, N. Olivetti, Belief revision and the Ramsey test: a solution, in: F. Esposito (Ed.), AI*IA 2001: Advances in Artificial Intelligence, Springer,
Berlin, Heidelberg, 2001, pp. 165-175.
[12] L. Giordano, V. Gliozzi, N. Olivetti, Weak AGM postulates and strong Ramsey test: a logical formalization, Artif. Intell. 168 (2005) 1-37.
[13] G. Grahne, Updates and counterfactuals, J. Log. Comput. 8 (1998) 87-117.
[14] A. Grove, Two modellings for theory change, J. Philos. Log. 17 (1988) 157-170.
[15] M. Giinther, C. Sisti, Ramsey’s conditionals, Synthese 200 (2) (2022) 165-196.

22 Modify the statement of Lemma 4 by replacing ¢ with #; then the same proof applies, provided that one appeals to axiom (K # 1) instead of axiom (K ¢ 0).

22


http://refhub.elsevier.com/S0004-3702(24)00195-4/bibD21159B90684C8D1918B28E47BF247E8s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib5208178072914B06007A4D1DBC9AF2CAs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib95CBBF9A8BC9C840A7A5DE83E1ABB3C3s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibF281425434153557073D40FD64F550E3s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibF281425434153557073D40FD64F550E3s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib2B54E51423E35FB65D86CFE53C694317s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib2B54E51423E35FB65D86CFE53C694317s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib04BAE44CA0CEC7C5C19056CC54C9814Fs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib68BE4AD5F142A02689226DE09646E901s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib9102E086F3137414B33A8BCB0C3AF1AEs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibC4DF90780D0884D3EA04E11EA3E4A297s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib511846A4970547B2C16F7837519978ACs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib511846A4970547B2C16F7837519978ACs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib2D969577E137B85F21AE976EBDD39F26s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib2D969577E137B85F21AE976EBDD39F26s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib4836F3C8E4A91BD4AA0674BAEC3560B9s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib5E7BAFFFF114864A3344ACC4F5E40241s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibBA4DBE83420D4394FFBE2918CC42B17As1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib1E9F05CACB70DB0ECF01A176F4E01B53s1

G. Bonanno Artificial Intelligence 339 (2025) 104259

[16] H. Katsuno, A.O. Mendelzon, On the difference between updating a knowledge base and revising it, in: Proceedings of the Second International Conference on
Principles of Knowledge Representation and Reasoning, KR’91, Morgan Kaufmann Publishers Inc., San Francisco, 1991, pp. 387-394.

[17] J. Lang, Belief update revisited, in: IJCAI'07: Proceedings of the 20th International Joint Conference on Artifical Intelligence, Morgan Kaufmann Publishers Inc.,
San Francisco, 2007, pp. 2517-2522.

[18] H. Leitgeb, Belief in conditionals vs. conditional beliefs, Topoi 26 (2007) 115-132.

[19] H. Leitgeb, On the Ramsey test without triviality, Notre Dame J. Form. Log. 51 (1) (2010) 21-54.

[20] I. Levi, For the Sake of the Argument, Cambridge University Press, 1996.

[21] D. Lewis, Counterfactuals, Harvard University Press, 1973.

[22] S. Lindstrom, The Ramsey test and the indexicality of conditionals: a proposed resolution of Gardenfors’ paradox, in: A. Fuhrmann, H. Rott (Eds.), Logic, Action
and Information. Essays on Logic in Philosophy and Artificial Intelligence, de Gruyter, 1996, pp. 208-228.

[23] S. Lindstrom, W. Rabinowicz, Conditionals and the Ramsey test, in: D. Dubois, H. Prade (Eds.), Belief Change, Springer, Netherlands, Dordrecht, 1998,
pp. 147-188.

[24] S. Linstrom, W. Rabinowicz, The Ramsey test revisited*, Theoria 58 (2-3) (1992) 131-182.

[25] W.G. Lycan, Real Conditionals, Oxford University Press UK, Oxford, England, 2001.

[26] D. Nolan, Defending a possible-worlds account of indicative conditionals, Philos. Stud. 116 (3) (2003) 215-269.

[27] A. Ozgiin, T. Schoonen, The logical development of pretense imagination, Erkenntnis (Feb 2022).

[28] P. Peppas, Belief change and reasoning about action: an axiomatic approach to modelling dynamic worlds and the connection to the logic of theory change, PhD
thesis, University of Sydney, 1993.

[29] P. Peppas, Chapter 8: Belief revision, in: F. van Harmelen, V. Lifschitz, B. Porter (Eds.), Foundations of Artificial Intelligence, in: Handbook of Knowledge
Representation, vol. 3, Elsevier, 2008, pp. 317-359.

[30] P. Peppas, A. Nayak, M. Pagnucco, N.Y. Foo, R. Kwok, M. Prokopenko, Revision vs. update: taking a closer look, in: W. Wahlster (Ed.), ECAI "96: 12th European
Conference on Artificial Intelligence, John Wiley & Sons, Ltd, 1996, pp. 95-99.

[31] F.P. Ramsey, General propositions and causality, in: R.B. Braithwaite (Ed.), The Foundations of Mathematics and Other Logical Essays, Humanities Press, 1950,
pp. 237-257.

[32] H. Rott, Coherence and conservatism in the dynamics of belief, Erkenntnis 50 (1999) 387-412.

[33] M. Ryan, P.-Y. Schobbens, Counterfactuals and update as inverse modalities, J. Log. Lang. Inf. 6 (1997) 123-146.

[34] K. Segerberg, Irrevocable belief revision in dynamic doxastic logic, Notre Dame J. Form. Log. 39 (3) (1998) 287-306.

[35] R. Stalnaker, Indicative conditionals, Philosophia 5 (3) (1975) 269-286.

[36] R. Stalnaker, Iterated belief revision, Erkenntnis 128 (2009) 189-209.

[37] B. Weatherson, Indicative and subjunctive conditionals, Philos. Q. 51 (203) (2001) 200-216.

[38] J. Zhao, V. Crupi, K. Tentori, B. Fitelson, D. Osherson, Updating: learning versus supposing, Cognition 124 (2012) 373-378.

23


http://refhub.elsevier.com/S0004-3702(24)00195-4/bibDB9087558C326A617704B874A62949CDs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibDB9087558C326A617704B874A62949CDs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib2B019D9CB90BD5A56D5636909741C556s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib2B019D9CB90BD5A56D5636909741C556s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib1D7D81753D3621CC20967665C299921Es1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib4BD7B39CA35A0A448644064C65B57EC2s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib12712369F379DD7B75DF3C5212FD29D2s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibF7B5C468A44688346962963B178D0C6Es1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib16061B643198F637A75A088725462FFBs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib16061B643198F637A75A088725462FFBs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib59CE33DC9178ADDD74875F94CBF40602s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib59CE33DC9178ADDD74875F94CBF40602s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibCDC39CD969C610F67D3544BDF0ECDCCEs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibB7273127AD537D0DED428EEC8543B52Es1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibCE259F98F6E39E9E1A0C968B3647E6BBs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib62379AA882D7E40AFAE242F9F1EFD65As1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib19C06538CAA1CB4240350285BC786E8Cs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib19C06538CAA1CB4240350285BC786E8Cs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib3C9995064B22FE4213B0F54D09537365s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib3C9995064B22FE4213B0F54D09537365s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib7CD0910F3C283297C815BD1E9BCDF7CCs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib7CD0910F3C283297C815BD1E9BCDF7CCs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibBFE5FF3BB19627DE0B65494B69B49E88s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibBFE5FF3BB19627DE0B65494B69B49E88s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibBD5E6D7A4507D7806DE9E9B39F910B4Cs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib1819AC69A17B34EB5AF25F399E49D45Cs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib92A10EAAB5418B0B707A6CAD2DC1EBF3s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib0F8EAEFBDAC729C6BCA72DFEE7CA48E6s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib85B8B75F2260A676B6D5910EF72BCDCFs1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bibC4BDEFA88B397931FD36D18B0CF1BC10s1
http://refhub.elsevier.com/S0004-3702(24)00195-4/bib5EF94D58DB28BE2534A7F3485D5D7A2As1

	A Kripke-Lewis semantics for belief update and belief revision
	1 Introduction
	2 Belief change functions
	2.1 Belief update functions
	2.2 Belief revision functions

	3 Semantics: Kripke-Lewis frames
	4 Frame correspondence. Part 1: update
	5 Frame correspondence. Part 2: revision
	6 Comparing KM update and AGM revision
	7 Discussion
	7.1 Supposition versus information
	7.2 Relevance to AI

	8 Related literature
	9 Conclusion
	CRediT authorship contribution statement
	Declaration of competing interest
	Appendix A Proof of Propositions 7 and 11
	Data availability
	References


